
ADAPTIVE ANCHOR LABEL PROPAGATION FOR TRANSDUCTIVE FEW-SHOT LEARNING

Michalis Lazarou1 Yannis Avrithis2 Guangyu Ren1 Tania Stathaki1

1Department of Electronic and Electronic Engineering, Imperial College London
2 Institute of Advanced Research on Artificial Intelligence (IARAI)

ABSTRACT

Few-shot learning addresses the issue of classifying images
using limited labeled data. Exploiting unlabeled data through
the use of transductive inference methods such as label propa-
gation has been shown to improve the performance of few-shot
learning significantly. Label propagation infers pseudo-labels
for unlabeled data by utilizing a constructed graph that exploits
the underlying manifold structure of the data. However, a limi-
tation of the existing label propagation approaches is that the
positions of all data points are fixed and might be sub-optimal
so that the algorithm is not as effective as possible. In this
work, we propose a novel algorithm that adapts the feature
embeddings of the labeled data by minimizing a differentiable
loss function optimizing their positions in the manifold in the
process. Our novel algorithm, Adaptive Anchor Label Propa-
gation, outperforms the standard label propagation algorithm
by as much as 7% and 2% in the 1-shot and 5-shot settings
respectively. We provide experimental results highlighting the
merits of our algorithm on four widely used few-shot bench-
mark datasets, namely miniImageNet, tieredImageNet, CUB
and CIFAR-FS and two commonly used backbones, ResNet12
and WideResNet-28-10. The source code can be found at
https://github.com/MichalisLazarou/A2LP.

Index Terms— few-shot learning, label propagation, trans-
ductive inference

1. INTRODUCTION

Enabling deep learning models to learn from limited labeled
data has attracted significant interest in the research commu-
nity, evident from the research output in the field of few-shot
learning [1, 2, 3]. Few-shot learning investigates how machine
learning models can learn from limited data, for example given
only one or a few training examples per class. Multiple ap-
proaches have been proposed to address the few-shot learning
problem, some of them include meta-learning methods [1, 2],
representation learning methods [4, 5] and synthetic data gen-
eration methods [6, 7, 8].

While most of the aforementioned methods focus on in-
ductive few-shot learning, transductive inference approaches
have also been proposed as a way to leverage both labeled
training examples and unlabeled test examples, referred to as
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Fig. 1. Overview of our method. 1) Feature extraction of the
support and query sets. 2) k-nearest neighbour graph construc-
tion. 3) Label propagation from labeled to unlabeled data. 4)
Labeled anchor adaptation by minimizing a loss function. The
diamonds represent the new position of the anchors and are
connected with a dotted line to show the change from their
original position. 5) We iterate this procedure over t-steps.

queries [9, 10, 11]. Label propagation [12, 13] is a well known
transductive algorithm that has been used as a component in
many few-shot transductive methods such as [9, 10, 14]. Label
propagation exploits the data manifold by propagating labels
from labeled to unlabeled data along the manifold. However, a
limitation of the existing label propagation methods is that the
labeled data are fixed and might not be in the optimal position
to make the most accurate predictions.

To this end we investigate whether optimizing the position
of the labeled data, referred as labeled anchors, can improve
the performance of label propagation. More specifically we
propose a novel algorithm named Adaptive Anchor Label Prop-
agation (A2LP) in which we adapt the feature embeddings of
the labeled anchors by minimizing a multi-class cross entropy
loss, placing them in a better position so that the performance
of label propagation is improved. An overview of our algo-
rithm can be seen in Figure 1.

Our contributions are summarized below:
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• We propose a novel variant of label propagation al-
gorithm named Adaptive Anchor Label Propagation
(A2LP).

• We show the successful application of A2LP in the
transductive few-shot learning setting.

• A2LP outperforms significantly the standard label prop-
agation as well as multiple state of the art methods on
four benchmark datasets using two different backbones.

2. RELATED WORK

2.1. Few-shot learning

The most commonly researched paradigm addressing few-shot
learning is meta-learning. There are three distinct lines of re-
search in the field of meta-learning: optimization-based meta-
learning [2, 15], metric-based meta-learning [3, 1] and model-
based meta-learning [16, 17]. Another research direction ad-
dressing few-shot learning investigates how to obtain better
feature representations utilizing various training techniques
to train neural networks such as mixup [4], self-distillation
[5] and pretext tasks such as predicting image rotations [18].
Synthetic data generation methods have also been prominent
in the few-shot learning literature as a way to address the data
deficiency of few-shot learning by using synthetic data. These
methods exploit generative models such as GANs [7], VAEs
[8] or other proposed generative models such as [6].

2.2. Transductive few-shot learning

Transductive few-shot learning methods utilize both labeled
and unlabeled examples during inference to make predictions,
achieving remarkable performance improvements over induc-
tive methods. Some ideas that have been proposed in literature
include iterative query selection [10, 11] where rather than
making predictions for all the queries at the same time, the
most trustworthy queries are selected to augment the labeled
dataset. This procedure is iterated until all queries are clas-
sified. Other methods utilize the manifold structure of the
data through the use of label propagation to train an embed-
ding network [9] or to assign pseudo-labels to the queries [10].
Embedding propagation [14] also exploits the data manifold
in order to smoothen the decision boundaries and reduce the
noise of the class representations. Other ideas build on the
direction of [1] by exploiting the unlabeled queries to improve
the class prototypes, for example by using soft k-means [19]
or by selecting the most confident queries per class [20].

Our work investigates the well-known algorithm of label
propagation [12]. As stated in 1, a limitation of the existing
label propagation approaches is that the labeled data have fixed
positions that might be sub-optimal. To this end, we propose
the Adaptive Anchor Label Propagation (A2LP) algorithm
that iteratively adapts the feature embeddings of the labeled

anchors, optimizing their positions such that label propagation
can provide more accurate predictions.

3. METHOD

3.1. Problem formulation

At the embedding network pre-training stage, we assume ac-
cess to a labeled dataset, Dbase, where every image has a
label corresponding to one of the classes from Cbase and an
embedding network fθ. Dbase is used to pre-train the embed-
ding network, fθ, that maps every image from image space
X to a vector in the embedding space of dimensionality d,
fθ : X → Rd.

At inference stage, we use the pre-trained embedding net-
work, fθ, to solve novel tasks sampled from a dataset Dnovel

where every image belongs to a class from Cnovel. It should
be noted that Cbase ∩ Cnovel = ∅. Following the common
few-shot classification setting [3, 1], we calculate the accuracy
performance over numerous novel tasks. An N -way K-shot
novel task consists of a support set, S, of K labeled examples
per class from N classes sampled from Dnovel. Therefore, the
total number of labeled examples in S is NS := NK. In the
transductive few-shot learning setting we assume access to the
whole query set, Q, which consists of all the unlabeled query
examples. The query set, Q, consists of examples from the
same classes as the support set, S, with M examples per class.
Therefore, the total number of examples in Q is NQ := NM .
Given fθ, S and Q the goal is to classify all the queries from
Q to one of the N classes from S.

3.2. Feature embeddings

We embed all examples from S and Q using fθ into the vector
set V := {vi}Ti=1 where vi := fθ(xi) and T := NS + NQ.
We ℓ2-normalize the vector set V .

3.3. Nearest neighbour graph construction

Following [10], we construct the k-nearest neighbour graph of
the vector set V by calculating the sparse affinity matrix, A
defined as

Aij :=

{
[cos(vi,vj)]

γ
+, if i ̸= j ∧ vi ∈ NNk(vj)

0, otherwise
(1)

where [cos(vi,vj)]
γ
+ is the nonnegative cosine similarity of

vectors vi and vj raised to the power of γ, where γ is a hyper-
parameter and NNk(vj) represents the k-nearest neighbours
of vj in V. We obtain the adjacency matrix W := 1

2 (A+A⊤)
before symmetrically normalizing it as

W := D−1/2WD−1/2, (2)

where D is the T × T degree matrix of W defined as

D := diag(W1T ) (3)



where 1T is the all-ones vector of dimensionality T .

3.4. Label propagation

Following [21], we construct the T ×N label matrix Y as

Yij :=

{
1, if i ∈ NS ∧ yi = j

0, otherwise
(4)

In other words, the first NS rows of Y represent the one-hot
labels of the support set, S, while the rest of the rows represent
the query set Q and are filled with zeros. Label propagation is
defined as

Z := (I − αW)−1Y, (5)

where I is the identity matrix and α ∈ [0, 1) is a hyperparame-
ter. By solving equation (5) we obtain the manifold similarity
matrix Z, where the row vector zi at row i expresses how
similar example vi is to each of the N support classes.

3.5. Adapting labeled anchors

We leverage the manifold similarity matrix Z in order to adapt
the feature embeddings of the support vectors which serve as
the labeled anchors, VS := {vi}NS

i=1, and optimize their posi-
tion in the k-nearest neighbour graph. We obtain the labeled
anchor probability matrix P a by calculating the probability
distribution for every labeled anchor vi ∈ VS using the soft-
max function. Therefore the probability distribution pai for the
labeled anchor vi is defined as:

pai :=
exp(τzi)∑N

j=1 exp(τzij)
, (6)

where τ is a scalar and N is the total number of support classes.
Using (6) we calculate the cross-entropy loss with respect to
set VS

Lce(VS) := −
∑
i∈NS

∑
j∈N

yij log(p
a
ij), (7)

where yij denotes the j-th component of the one-hot label
yi associated with vi and paij denotes the j-th component of
pai . We update the feature embeddings of the labeled anchors
VS by minimizing (7) using gradient descent or any other
gradient-based optimization algorithm with respect to VS .

3.6. Iteration and Inference

We iterate the process from graph construction to adapting the
labeled anchors for t-steps. Upon completion of the iteration
process, we use the final Z to classify every query in Q to
the class with the highest manifold class similarity [21]. The
predicted labeled set of Q is denoted as ŶQ.

Algorithm 1 summarizes our method for a single task.

Algorithm 1: Adaptive Anchor Label Propagation
input : Pre-trained fθ
input : Support set, S
input : Query set, Q
output : Predicted labels for Q, ŶQ

1 Calculate V by embedding S and Q using fθ
2 ℓ2-normalize every vector v in V
3 for t-steps do
4 W ← GRAPH(fθ, S,Q; γ, k) ▷ Adjacency matrix (1),(2)
5 Y ← LABEL(S) ▷ Label matrix (4)
6 Z ← LP(W, Y ;α) ▷ Label propagation (5)
7 Pa ← SOFTMAX(Z[0 : NS ]) ▷ Probability matrix (6)
8 Lce(VS)← CE(Pa, Y [0 : NS ]) ▷ Cross entropy loss (7)
9 VS ← UPDATE(VS , Lce(VS)) ▷ Update labeled anchors

10 Predict ŶQ

4. EXPERIMENTS

4.1. Setup

Datasets We conduct exeperiments on four widely used few-
shot learning benchmark datasets. These are: miniImagenet
[3], tieredImagenet [4], CUB [22] and CIFAR-FS [22].

Tasks We follow the paradigm of N -way, K-shot learning,
where a task consists of a support set, S, of N = 5 classes and
K ∈ {1, 5} labeled examples per class. A task also includes a
query set Q with M = 15 queries per class, making the total
number of queries NQ = NM = 75. We report the mean
accuracy and the 95% confidence interval over 1000 sampled
tasks from the novel dataset Dnovel.

Networks We experiment with two different network archi-
tectures, namely ResNet-12 and WideResNet-28-10. We use
the publicly available pre-trained weights of both networks
provided from 1. ResNet-12 was trained following [11] and
WideResNet-28-10 was trained following [4].

Implementation details and hyperparameters Our imple-
mentation is based on python using the PyTorch framework
[23]. We set γ = 3 in (1), τ = 15 in (6), α = 0.8 in (5) and
k = 20 in (1). We set t-steps = 1000 in section 3.6 and use
Adam optimizer with a learning rate η = 0.0001. We keep our
hyperparameters fixed under all different datasets, backbones,
1-shot and 5-shot settings in order to keep our experiments
simple and avoid overfitting.

4.2. Experimental results

Baselines In order to have fair and objective experimental
comparisons, we implement the following inference methods
to serve as baselines: 1) the widely used prototypical classifier
[1], 2) the weight imprinting method [24] followed by fine-
tuning using Lce (Imprinting+Lce) and 3) the standard label
propagation (LP) as it was used in [10, 12].

1https://github.com/MichalisLazarou/iLPC
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ALGORITHM miniIMAGENET tieredIMAGENET CIFAR-FS CUB

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

RESNET-12

Prototypical classifier 54.23±0.61 74.98±0.48 67.21±0.72 85.19±0.48 60.65±0.71 80.45±0.52 75.13±0.62 89.78±0.38

Imprinting+Lce 54.53±0.61 74.31±0.49 67.53±0.72 84.86±0.48 61.12±0.69 80.32±0.53 75.03±0.62 89.49±0.37

LP 59.15±0.66 73.50±0.52 72.67±0.74 84.61±0.53 66.60±0.74 80.47±0.53 79.73±0.61 89.51±0.39

A2LP 64.35±0.77 75.00±0.53 80.49±0.77 85.80±0.51 73.27±0.81 81.32±0.55 87.15±0.58 90.35±0.37

WIDERESNET-28-10

Prototypical classifier 65.35±0.63 83.37±0.43 73.47±0.70 88.22±0.45 74.14±0.67 87.05±0.47 81.06±0.64 90.82±0.33

Imprinting+Lce 66.07±0.62 83.34±0.42 74.07±0.69 88.55±0.43 74.16±0.66 87.15±0.47 81.10±0.63 91.17±0.33

LP 69.50±0.64 81.28±0.47 78.14±0.72 87.63±0.50 78.66±0.67 87.19±0.51 85.11±0.63 91.37±0.36

A2LP 76.48±0.75 83.57±0.45 82.82±0.73 88.80±0.46 82.15±0.71 87.95±0.48 86.45±0.65 91.66±0.34

Table 1. Transductive inference. Comparisons of implemented baselines.

ALGORITHM miniIMAGENET tieredIMAGENET

1-shot 5-shot 1-shot 5-shot

WIDERESNET-28-10

Prototypical classifier 69.64±0.60 84.61±0.42 77.26±0.65 89.22±0.42

Imprint+Lce 68.77±0.60 84.24±0.42 76.13±0.66 88.95±0.42

LP 74.24±0.66 84.59±0.44 82.48±0.70 90.07±0.45

A2LP 75.94±0.72 85.67±0.42 83.68±0.72 90.53±0.43

Table 2. Transductive inference using PLC pre-processing.
Comparisons of implemented baselines.

Discussion It can be seen from Table 1 that A2LP outper-
forms significantly all other baselines in both 1-shot and 5-shot
settings under all datasets and backbones. Impressively, A2LP
outperforms the standard label propagation (LP) by more than
7% in the 1-shot CUB using ResNet-12 as shown in Table 1,
highlighting the importance of adapting the labeled anchors’
feature embeddings. Interestingly, simply fine-tuning the im-
printed weights using Lce (Imprinting+Lce) cannot provide
the same performance increase as A2LP because A2LP ex-
ploits the node connections of the constructed graph to adapt
the labeled anchors in contrast to Imprint+Lce.

We also investigate the robustness of A2LP using the fea-
ture pre-processing technique proposed in [10, 19], referred to
as PLC pre-processing. Instead of using only ℓ2-normalization,
PLC pre-processing consists of element-wise power transform
v

1
2 for v ∈ V , followed by ℓ2-normalization and centering by

subtracting the mean of all vectors in V . It can be seen from
Table 2 that A2LP still outperforms all other baselines.

Lastly, we compare A2LP with several state of the art
transductive few-shot learning methods. Since each method
uses different training regimes and network architectures, in
order to make the comparisons as fair as possible we compare
the best version of every method including ours. It can be

ALGORITHM miniIMAGENET tieredIMAGENET

1-shot 5-shot 1-shot 5-shot

RESNET-12

LR+ICI [11] 66.80 79.26 80.79 87.92
CAN+Top-k [20] 67.19±0.55 80.64±0.35 73.21±0.58 84.93 ±0.38

DPGN [25] 67.77±0.32 84.60±0.43 72.45±0.51 87.24±0.39

WIDERESNET-28-10

EP [14] 70.74±0.85 84.34±0.53 78.50±0.91 88.36±0.57

SIB [26] 70.00±0.60 79.20±0.40 72.90 82.80
SIB+E3BM [27] 71.40±0.50 81.20±0.40 75.60±0.60 84.30±0.40

LaplacianShot [28] 74.86±0.19 84.13±0.14 80.18±0.21 87.56±0.15

A2LP 76.48±0.75 83.57±0.45 82.82±0.73 88.80±0.46

A2LP+PLC 75.94±0.72 85.67±0.42 83.68±0.72 90.53±0.43

Table 3. Transductive inference. Comparisons of state of the
art methods.

seen from Table 3 that A2LP outperforms the other methods
in 3 out of 4 settings, outperforming its closest competitor
by ∼ 2% in the 1-shot tieredImagenet setting. Furthermore,
either A2LP or A2LP with PLC pre-processing outperforms
all competitors.

5. CONCLUSIONS

In this work we propose the novel algorithm Adaptive Anchor
Label Propagation (A2LP). Our algorithm significantly out-
performs the label propagation as it was used in [10, 12] as
well as several state of the art methods in the transductive few-
shot learning setting. Through our investigation it is evident
that optimizing the position of the labeled anchors is essential
for improving the performance of label propagation. In the
future, we are interested to investigate different loss functions
for adapting the feature embeddings of the labeled anchors.
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