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A B S T R A C T

Few-shot learning investigates how to solve novel tasks given limited labeled data. Exploiting unlabeled data
along with the limited labeled has shown substantial improvement in performance. In this work we propose
a novel algorithm that exploits unlabeled data in order to improve the performance of few-shot learning. We
focus on transductive few-shot inference, where the entire test set is available at inference time, and semi-
supervised few-shot learning where unlabeled data are available and can be exploited. Our algorithm starts
by leveraging the manifold structure of the labeled and unlabeled data in order to assign accurate pseudo-
labels to the unlabeled data. Iteratively, it selects the most confident pseudo-labels and treats them as labeled
improving the quality of pseudo-labels at every iteration. Our method surpasses or matches the state of the
art results on four benchmark datasets, namely miniImageNet, tieredImageNet, CUB and CIFAR-FS, while being
robust over feature pre-processing and the quantity of available unlabeled data. Furthermore, we investigate
the setting where the unlabeled data contains data from distractor classes and propose ideas to adapt our
algorithm achieving new state of the art performance in the process. Specifically, we utilize the unnormalized
manifold class similarities obtained from label propagation for pseudo-label cleaning and exploit the uneven
pseudo-label distribution between classes to remove noisy data. The publicly available source code can be
found at https://github.com/MichalisLazarou/iLPC.
1. Introduction

Deep learning has changed the field of pattern recognition with
many breakthroughs over the last decade. However, a fundamental
limitation of deep learning models is their reliance on large labeled
datasets which can be very costly to obtain due to the requirement
of expensive human labor. Moreover, in certain applications, such as
rare species classification the data itself is scarce, which makes it very
difficult to train deep learning models.

Few-shot learning attempts to address the aforementioned limitations
by investigating how to make deep learning models learn from limited
labeled data. Some of the most popular research directions in few-
shot learning include: meta-learning [1], transfer learning [2], synthetic
data generation [3] and exploiting unlabeled data [4]. In this work we
focus on the research direction of exploiting unlabeled data in order
to improve the performance of few-shot learning. This direction is very
attractive because unlabeled data is much easier to obtain than labeled,
even in the few-shot regime. Transductive [5] and semi-supervised few-
shot learning methods [6] utilize labeled and unlabeled data at the
same time and have shown substantial superiority over their traditional
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inductive counterparts. This is because labeled and unlabeled data can
be exploited at the same time to make more accurate predictions.

Even though exploiting unlabeled data brings impressive perfor-
mance improvements, there are still limitations. First, it is challenging
to train neural networks from scratch using limited labeled and un-
labeled data. For this reason, we use strong pre-trained networks
since it has been shown to be very effective in few-shot learning [7].
Second, assigning accurate pseudo-labels to the unlabeled data can be
challenging. Graph-based methods such as label propagation [8] have
been successful in this respect by relying on the underlying manifold
structure of the labeled and unlabeled data to assign accurate pseudo-
labels to the unlabeled data. However, the pseudo-labels obtained by
label propagation are still not accurate enough and identifying the ones
that are accurate is another limitation.

In the research direction of learning with noisy labels, several methods
have been introduced to detect noisy labels in order to remove the
corresponding data from the training set [9]. For example, a way
to ‘‘clean’’ noisy labels is by using a small capacity classifier and
filtering input data and target labels according to their loss value
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Fig. 1. Visualization of the proposed method. See text for details.
p
w

statistics [10]. However, all these methods focus on the scenario of
oisy labels obtained by weak human annotation, or, for the sake

of controllable experiments, obtained at random. To our knowledge,
despite the plethora of relevant label cleaning solutions, none has been
used on pseudo-labels assigned to unlabeled data.

In this work, inspired from ideas in semi-supervised learning and
earning from noisy labels, we introduce a novel method that iteratively
ssigns accurate pseudo-labels to the unlabeled data and selects the
ost confident pseudo-labels to augment the labeled dataset. Focusing

n transductive inference, Fig. 1 provides a visualization of our method.
Specifically, a set of labeled support examples 𝑆 and unlabeled queries
𝑄 are provided and are embedded in the feature space by using
network 𝑓 . Label propagation [11] is carried out in order to obtain
he manifold class-similarity matrix that associates examples to the
upport classes. The submatrix corresponding to unlabeled examples,
, is normalized over examples and classes using the Sinkhorn–Knopp
lgorithm [12], assuming a uniform distribution over classes. Pseudo-
abels are extracted from 𝑃 , and by using the label cleaning method
2U-Net [10] only the most confident examples are retained per class.

Finally, we move these examples from 𝑄 to 𝑆 and iterate this procedure
until 𝑄 is empty.

Furthermore, we investigate the more challenging distractive semi-
supervised few-shot setting, where the unlabeled data contains data
from distractor classes which are classes that are not represented in the
support set. This is a more realistic setting that reflects real-world sce-
narios, where unlabeled data may not necessarily belong to the classes
f interest. We discover that utilizing the manifold class similarity matrix
esulting from label propagation for pseudo-label cleaning significantly
mproves the performance in the distractive setting. Specifically, the

cleaning process assumes most pseudo-labels are correct, but distractors
introduce more label noise. To reduce this noise, the absolute manifold
similarity for each example can help distinguish distractor examples,
since their similarity to every support class is expected to be lower than
unlabeled examples of every support class. In addition, we hypothesize
that removing class balancing will be beneficial in this setting because
each distractor class will be semantically more similar to one or a few
of the support classes, thus most of the distractor examples will be
pseudo-labeled in those support classes, leaving the remaining classes
less affected. That is, in the presence of distractors, we expect the
distribution of pseudo-labels over classes to be imbalanced. Using a
simple truncation mechanism, we can remove the distractor examples
to further improve the performance. This works because we leverage
O2U-Net, which iteratively selects the most confident examples for each
class, ensuring that correctly pseudo-labeled examples are selected first
leaving the distractor examples to be selected last.

The contributions of this work are the following:
 e

2 
1. We are the first to propose the synergistic approach of pre-
dicting pseudo-labels by leveraging the data manifold and in-
terpreting confident pseudo-label prediction as a form of label
cleaning as a way to improve the performance of transduc-
tive, semi-supervised and distractive semi-supervised few-shot
learning.

2. We investigate the more realistic setting of distractive semi-
supervised learning and propose three ideas to address it effec-
tively.

3. Our algorithm achieves new state of the art performance or
is on par with other state of the art methods in transduc-
tive, semi-supervised and distractive semi-supervised few-shot
learning.

Extensions A preliminary version of our work was published as a
conference paper [13]. Here we extend this work by making a number
of contributions as follows:

(2.1) We investigate the distractive semi-supervised few-shot learning
setting for our method as well as for LR+ICI [6], PT+MAP [5]
and PLCM [14].

(2.2) We propose three ideas to improve the performance in this
setting, namely: removing class balancing, using a truncation
method to remove distractor examples and using unnormalized
manifold class similarities obtained from label propagation in the
pseudo-label cleaning process.

(2.3) We analyze and explain why each idea improves the perfor-
mance in the distractive setting.

2. Related work

2.1. Few-shot learning

Meta-learning This is a popular paradigm, where the training set
is partitioned in episodes resembling in structure the novel tasks.
There are three main meta-learning research directions, model-based,
optimization-based and metric-based. Model-based methods rely on the
roperties of specific model architectures, such as recurrent Neural Net-
orks (RNN) [15] and memory-augmented networks [16]. Optimization-

based methods focus on learning a robust model initialization through
bi-level optimization. Some prominent ideas include gradient-based
solutions [1], using another neural network such as an LSTM [17]
and interpreting the inner level optimization as the denoising stage
of diffusion models [18]. Metric-based methods attempt to compare
xamples in the embedding space by comparing an individual query to
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all examples of a class [19], to the class prototype [20] or by comparing
the similarity between two examples using Siamese networks [21].

Predicting weights, data augmentation Another line of research
consists of generating new parameters or even data. For instance, it
is common to learn to predict data-dependent network parameters in
the last layer (classifier) [22] or even in intermediate convolutional
layers [23]. Alternatively, one can learn to generate novel-task data by
sing state of the art generative models such as GANs [24], diffusion
odels [25] or other specialized few-shot generative models [3].

Transfer learning More recently, it has been shown that learning a
powerful representation on the entire training set is more effective than
sampling few-shot training episodes that resemble novel tasks [2]. In
doing so, one may use standard loss functions [2], knowledge distil-
lation [26], other common self-supervision and regularization meth-
ods [7] or use multi-level feature training [27]. A complementary
research direction is exploit the relationship between the available
mbeddings and obtain more discriminative embeddings by fusing the
riginal ones [28]. We follow this transfer learning approach, which

allows us to decouple representation learning from the core few-shot
earning idea and provide fairer comparisons with the competition.

2.2. Few-shot learning using unlabeled data

Leveraging unlabeled data is of great interest in the few-shot learn-
ng research community due to the ease of obtaining them. Two com-

mon settings that investigate how to exploit unlabeled data are trans-
ductive few-shot learning and semi-supervised few-shot learning.

Transductive few-shot learning In this setting, all novel-class unla-
eled query examples are assumed available at inference time. These
xamples give additional information on the distribution of novel
lasses on top of labeled support examples.

Common transductive inference solutions are adapted for few-shot
lassification, notably label propagation [29] and embedding propaga-
ion [30], that smooths the decision boundaries and improves the

robustness to noise. Meta-confidence transduction (MCT) [31] meta-
earns a data-dependent scaling function that normalizes every example

and iteratively updates class centers. Laplacian shot [32] proposed
to use Laplacian regularization in order to encourage nearby queries
to have the same label. PT+MAP [5] uses a soft-k means iterative
approach to update class centers as well as balance over classes. Cross-
ttention [33], apart from aligning feature maps by correlation, lever-

ages query examples by iteratively making predictions and using the
most confident ones to update the class representation. Relation fusion
propagation network [34] simultaneously models both feature and label
elationships through the use of a graph neural network. A2LP [35] pro-

poses a novel label propagation algorithm with superior performance
while TIM [36] proposes a novel function that adapts the weights
f a classifier by maximizing the mutual information between query
eatures and their label predictions. EASE [37] learns a discriminant

subspace by maximizing the inter-class distance and minimizing the
intra-class distance. Adaptive manifold [38] and ProtoLP [39] explore
how to utilize label propagation with iterative centroid refinement.
Transductive CLIP [40] proposes to combine visual and text information
through vision-language model.

Semi-supervised few-shot learning In this case, labeled novel-class
support examples and additional unlabeled data is given. A classifier
may be learned on both to make predictions on novel-class queries.

One of the first works that addresses this setting uses unlabeled
xamples to adapt prototypical networks [20], while discriminating

from distractor classes [4]. Common semi-supervised solutions are
lso adapted to few-shot classification, for instance learning to self-

train [41], which adapts pseudo-label [42] and TransMatch [43], which
is an adaptation of MixMatch [44]. Instance credibility inference [6]
redicts pseudo-labels iteratively, using a linear classifier to select the
 i

3 
most confident pseudo-labels to augment the support set. PTN [45]
proposes to improve the capacity of graph-based semi-supervised meth-
ods in message passing by adapting the Poisson learning method [46].
Cluster-FLS [47] proposes a clustering method that uses both labeled
and unlabeled examples to produce accurate pseudo-labels.

Distractive semi-supervised few-shot learning A more realistic semi-
upervised setting is distractive semi-supervised few-shot learning, where

the unlabeled data contains data from distractor classes that are not
represented in the support set. The majority of works in the few-shot
learning literature do not consider this setting. We discuss here the few
exceptions that we are aware of.

The first work to address this setting [4] extended the prototypical
etworks [20] by using an additional prototype for the distractor
lasses. It also proposed a soft-masking mechanism with the intuition
hat the unlabeled examples that are closer to the class prototypes
re more important than the ones that are further away. Our work
iffers from [4] in that we do not use prototypes and we use manifold

similarity instead of Euclidean distance.
Some of the works discussed in Section 2.2 also provide experimen-

tal results on the distractive setting without addressing it directly. In
contrast to these works, we explicitly address this setting by proposing
ways of adapting our method to improve its performance.

3. Method

3.1. Problem formulation

At representation learning, we assume access to a labeled dataset 𝐷base
with each example having a label in one of the classes in 𝐶base. This
dataset is used to train a backbone network 𝑓 ∶  → R𝑑 which maps
an image from input space  to a 𝑑-dimensional feature or embedding
space.

The knowledge acquired at representation learning is used to solve
novel tasks, assuming access to a dataset 𝐷novel with each example being
associated with one of the classes 𝐶novel, where 𝐶novel is disjoint from
𝐶base. Examples in 𝐷novel may be labeled or not.

In few-shot classification [19], a novel task is defined by sampling
a support set 𝑆 from 𝐷novel, consisting of 𝑁 classes, denoted as 𝐶supp
with 𝐾 labeled examples per class, for a total of 𝐿∶=𝑁 𝐾 examples.
Given the mapping 𝑓 and the support set 𝑆, the problem is to learn
an 𝑁-way classifier that makes predictions on unlabeled queries also
sampled from 𝐷novel. Queries are treated independently of each other.
This is referred to as inductive inference.

In transductive inference [29], a query set 𝑄 consisting of 𝑀 unla-
beled examples is also sampled from 𝐷novel. Given 𝑓 , 𝑆 and 𝑄, the
problem is to make predictions on 𝑄, without necessarily learning a
classifier. In doing so, one may exploit the distribution of examples
in 𝑄, which is important because 𝑀 is assumed greater than 𝐿. We
denote by 𝑇 ∶=𝐿+𝑀 the total number of labeled support examples and
unlabeled queries.

In the semi-supervised setting [41], an unlabeled set 𝑈 of 𝑀 un-
abeled examples is also sampled from 𝐷novel. Given 𝑓 , 𝑆 and 𝑈 , the
roblem is to learn to make predictions on new queries from 𝐷novel, as

in the inductive case. Again, 𝑀 > 𝐿 and we may use the distribution
of 𝑈 .

In the distractive semi-supervised setting, we additionally sample an
unlabeled set 𝑈dist from 𝐷novel of 𝑀dist unlabeled examples from a set
dist of distractor classes. The support and distractor classes are distinct:
supp ∩ 𝐶dist = ∅. We denote by 𝑈 ′∶=𝑈 ∪ 𝑈dist the set of unlabeled and
istractor examples and by 𝑀 ′∶=𝑀 +𝑀dist their total number.

In this work, we focus on transductive inference and semi-
upervised classification, given 𝑓 . The performance of 𝑓 on inductive

inference is one of our baselines. We develop our solution for transduc-
tive inference. In the semi-supervised case, we follow the same solution
with 𝑄 replaced by 𝑈 . Using the predictions on 𝑈 , we then proceed as

n the inductive case, with 𝑆 replaced by 𝑆 ∪ 𝑈 .
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3.2. Nearest-neighbor graph construction

We are given the mapping 𝑓 , the labeled support set 𝑆∶={(𝑥𝑖, 𝑦𝑖)}𝐿𝑖=1
and the query set 𝑄∶={𝑥𝐿+𝑖}𝑀𝑖=1, where 𝑦𝑖 ∈ [𝑁]∶={1,… , 𝑁}. We embed
all examples from 𝑆 and 𝑄 into 𝑉 = {𝐯1,… , 𝐯𝑇 } ⊂ R𝑑 and 𝓁1-normalize
them, where 𝐯𝑖∶=𝑓 (𝑥𝑖) for 𝑖 ∈ [𝑇 ]. Following [8], we construct a 𝑘-
nearest neighbor graph of the features in 𝑉 , represented by a sparse
× 𝑇 non-negative affinity matrix 𝐴, with

𝐴𝑖𝑗∶=

{

[𝐯⊤𝑖 𝐯𝑗 ]
𝛾
+, if 𝑖 ≠ 𝑗 ∧ 𝐯𝑖 ∈ NN𝑘(𝐯𝑗 )

0, otherwise
(1)

for 𝑖 ∈ [𝑇 ], 𝑗 ∈ [𝑇 ], where NN𝑘(𝐯) are the 𝑘-nearest neighbors of 𝐯 in 𝑉
and 𝛾 > 1 is a hyperparameter. Finally, we obtain the symmetric 𝑇 × 𝑇
adjacency matrix 𝑊 ∶= 1

2 (𝐴 +𝐴⊤) and we symmetrically normalize it as

∶=𝐷−1∕2𝑊 𝐷−1∕2, (2)

where 𝐷 = diag(𝑊 𝟏𝑇 ) is the 𝑇 ×𝑇 degree matrix of 𝑊 , diag(𝑊 𝟏𝑇 ) is the
quare matrix where the values in the diagonal are the values of vector
𝟏𝑇 while the rest of the matrix is set to zero and 𝟏𝑇 is the all-ones

ector of size 𝑇 .

3.3. Label propagation

Following [11], we define the 𝑇 ×𝑁 label matrix 𝑌 as

𝑌𝑖𝑗∶=

{

1, if 𝑖 ≤ 𝐿 ∧ 𝑦𝑖 = 𝑗
0, otherwise

(3)

for 𝑖 ∈ [𝑇 ], 𝑗 ∈ [𝑇 ]. Matrix 𝑌 has one column per class and one row per
xample, which is an one-hot encoded label for 𝑆 and a zero vector for
. Label propagation amounts to solving 𝑁 linear systems

𝑍∶=(𝐼 − 𝛼)−1𝑌 , (4)

where 𝛼 ∈ [0, 1) is a hyperparameter. The resulting 𝑇 × 𝑁 matrix 𝑍
can be used to make predictions by taking the maximum element per
row [11]. We call 𝑍 the manifold class similarity or simply class similarity
matrix, because every row 𝑖 expresses how similar example 𝑥𝑖 is to
each of the 𝑁 support classes. However, before making predictions, we
balance over classes.

3.4. Class balancing

We focus on the 𝑀 ×𝑁 submatrix

𝑃∶=𝑍𝐿+1∶𝑇 ,∶ (5)

(the last 𝑀 rows) of 𝑍 that corresponds to unlabeled queries. We first
perform an element-wise power transform

𝑃𝑖𝑗 ← 𝑃 𝜏
𝑖𝑗 (6)

for 𝑖 ∈ [𝑀], 𝑗 ∈ [𝑁], where 𝜏 > 1, encouraging hard predictions.
arameter 𝜏 is analogous to the scale (or inverse temperature) of logits

in softmax-based classifiers [22].
Inspired by [5], we normalize 𝑃 to a given row-wise sum 𝐩 ∈ R𝑀

and column-wise sum 𝐪 ∈ R𝑁 . Each element 𝑝𝑖 ∈ [0, 1] of 𝐩 represents
a confidence of example 𝑥𝐿+𝑖 for 𝑖 ∈ [𝑀]; it can be a function of the
𝑖th row of 𝑃 or set to 1. Each element 𝑞𝑗 ≥ 0 of 𝐪 represents a weight
of class 𝑗 for 𝑗 ∈ [𝑁]. In the absence of such information, we set

𝐪∶= 1
𝑁

(𝐩⊤𝟏𝑀 )𝟏𝑁 , (7)

assuming a uniform distribution of queries over classes.
The normalization itself is a projection of 𝑃 onto the set S(𝐩,𝐪) of

nonnegative 𝑀 ×𝑁 matrices having row-wise sum 𝐩 and column-wise
sum 𝐪,

S(𝐩,𝐪)∶={𝑋 ∈ R𝑀×𝑁 ∶ 𝑋𝟏𝑁 = 𝐩, 𝑋⊤𝟏𝑀 = 𝐪}. (8)

We use the Sinkhorn–Knopp algorithm [12] for this projection, which
lternates between rescaling the rows of 𝑃 to sum to 𝐩 and its columns
o sum to 𝐪,
4 
𝑃 ← diag(𝐩) diag(𝑃 𝟏𝑁 )−1𝑃 (9)

← 𝑃 diag(𝑃⊤𝟏𝑀 )−1 diag(𝐪), (10)

until convergence. Finally, for each query 𝑥𝐿+𝑖, 𝑖 ∈ [𝑀], we predict the
seudo-label

𝑦̂𝐿+𝑖∶= ar g max
𝑗∈[𝑁]

𝑃𝑖𝑗 (11)

that corresponds to the maximum element of the 𝑖th row of the resulting
matrix 𝑃 , for 𝑖 ∈ [𝑀].

3.5. Label cleaning

The predicted pseudo-labels are not necessarily correct, yet a clas-
sifier can be robust to such noise. This is the case when enough data
is available to adapt the representation [42], such that the quality of
pseudo-labels improves with training. Since data is limited here, we
would like to select pseudo-labeled examples in 𝑄 that are most likely
to be correct, treat them as truly labeled and add them to the support
set 𝑆. Iterating this process is an alternative way of improving the
quality of pseudo-labels.

We interpret this problem as learning with noisy labels, leveraging
ecent advances in label cleaning [10]. Assuming that the classifier does

not overfit the data, e.g.with small capacity, high learning rate or few
iterations, the principle is that examples with correct labels are more
ikely to have a lower loss value than examples with noisy labels. We

can thus use the loss value as a confidence score for selection.
In particular, given the labeled support set 𝑆∶={(𝑥𝑖, 𝑦𝑖)}𝐿𝑖=1 and

the pseudo-labeled query set 𝑄̂∶={(𝑥𝐿+𝑖, 𝑦̂𝐿+𝑖)}𝑀𝑖=1, we train an 𝑁-way
classifier 𝑔 using a multi-class cross-entropy loss

𝓁∶= −
𝐿
∑

𝑖=1
log 𝑔(𝑥𝑖)𝑦𝑖 −

𝑀
∑

𝑖=1
log 𝑔(𝑥𝐿+𝑖)𝑦̂𝐿+𝑖 . (12)

Here, the classifier 𝑔 is assumed to yield a vector of probabilities over
classes using softmax and 𝑔(𝑥)𝑦 refers to element 𝑦 ∈ [𝑁] of 𝑔(𝑥). In
ractice, it is obtained by a linear classifier on top of embedding 𝑓 ,
ptionally allowing the adaptation of the last layers of the network
mplementing 𝑓 .

For 𝑖 ∈ [𝑀], the loss term

𝓁𝑖∶= − log 𝑔(𝑥𝐿+𝑖)𝑦̂𝐿+𝑖 , (13)

corresponding to the pseudo-labeled query 𝑥𝐿+𝑖, is used as confidence
core. Following O2U-Net [10], we use large learning rate and collect
he average loss 𝓁𝑖 over all epochs, for 𝑖 ∈ [𝑀]. We leverage these loss
tatistics and select the queries having the least average loss [10].

The extreme case is to select one pseudo-labeled example per class.
In particular, let

𝑗∶={𝑖 ∈ [𝑀] ∶ 𝑦̂𝐿+𝑖 = 𝑗} (14)

be the index set of examples that are pseudo-labeled in class 𝑗 for
𝑗 ∈ [𝑁]. Then, the index set of selected examples is
∶=

{

ar g min
𝑖∈𝑗

𝓁𝑖 ∶ 𝑗 ∈ [𝑁]
}

. (15)

That is, for each class 𝑗 ∈ [𝑁], we select the example 𝑥𝐿+𝑖 with the
inimum value 𝓁𝑖 from the subset of examples in 𝑗 . Finally, we

ugment the support set 𝑆 with the selected queries and their pseudo-
abels, while at the same time removing the selected queries from
.

𝑆 ← 𝑆 ∪ {(𝑥𝐿+𝑖, 𝑦̂𝐿+𝑖)}𝑖∈ (16)

𝑄 ← 𝑄 ⧵ {𝑥𝐿+𝑖}𝑖∈ (17)
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3.6. Iterative inference

Although label propagation and class balancing make predictions on
he entire unlabeled query set 𝑄, we apply cleaning to select 𝜈 pseudo-

labeled examples per class, which we move from 𝑄 to the support set 𝑆.
e iterate the entire process, selecting 𝜈 pseudo-labeled examples per

lass at a time, until 𝑄 is empty and 𝑆 is augmented with all pseudo-
labeled queries. Assuming that the selections are correct, the idea is
that treating them as truly labeled in 𝑆 improves the quality of the
pseudo-labels predicted in the next iteration.

Algorithm 1 summarizes this process, called iterative label propaga-
ion and cleaning (iLPC). Given 𝑆, 𝑄 and the embedding 𝑓 , we construct
he nearest neighbor graph represented by the normalized adjacency
atrix  (1), (2) and we perform label propagation on the current

label matrix 𝑌 (4). Focusing on the unlabeled submatrix 𝑃 of the
esulting matrix 𝑍, we perform power transform (6) and row/column

normalization to balance over classes (9), (10). We predict pseudo-
labels 𝑌 from the normalized 𝑃 (11), which we use along with 𝑆 and 𝑄
o train a linear classifier on top of 𝑓 with cross entropy loss (12) and a
yclical learning rate schedule [10]. We select one query per class with

the least average loss over all epochs (15), which we move from 𝑄 to 𝑆
as labeled (16), (17). With 𝑄, 𝑆 redefined, we repeat the process until

is empty.
At termination, all data is labeled in 𝑆. The predicted labels over the

original queries are the output in the case of transductive inference. In
semi-supervised classification, we use 𝑆 to learn a new classifier and
make predictions on new queries, as in inductive inference.

3.7. Distractor classes

In the more realistic setting of distractive semi-supervised learning,
part of the unlabeled data does not belong to the support classes. We
xperiment with three ideas to address this challenge, discussed below.
e will use a simple running example to explain our ideas intuitively:

wo in-distribution classes, ‘‘dog’’ and ‘‘car’’, and a distractor class,
‘wolf’’, which is semantically more similar to ‘‘dog’’.

3.7.1. Removing class balancing
While we could still use class balancing, we rather choose to remove

it completely, motivated by the hypothesis discussed in Section 1:
removing class-balancing will lead to most of the distractor examples
being classified in the most semantically similar support classes, leaving
he remaining classes less affected. Referring to our running example,
‘wolf’’ examples will be mostly classified as ‘‘dog’’ among support
lasses.

In particular, in the absence of balancing, we can no longer select
one pseudo-labeled example per class at every iteration as described
n Section 3.5. Instead, if there are no pseudo-labels remaining in a
iven class, we continue iterating without selecting any pseudo-labeled

example from that class.

3.7.2. Truncation
Following our intuition that each distractor class will be semanti-

cally more similar to one or a few support classes, we expect that some
support classes will contain much more pseudo-labeled examples than
others. However, we still expect the support examples to be classified
with more confidence than the distractor examples. In our running
example, we expect the ‘‘dog’’ examples to be selected before the ‘‘wolf’’
examples in augmenting the support set 𝑆.

Using this intuition, we only keep the first 𝑅 examples of every
class, effectively removing the majority of distractor examples in the
process. We set 𝑅 to the least number of pseudo-labeled examples over
all classes. In particular, we simply terminate the iteration when the
pseudo-labeled examples of any class are exhausted.
 b

5 
Algorithm 1: Iterative label propagation and cleaning (iLPC).
input : embedding 𝑓
input : labeled support set 𝑆 with |𝑆| = 𝐿
input : unlabeled query set 𝑄 with |𝑄| = 𝑀
output: augmented support set 𝑆 with |𝑆| = 𝐿 +𝑀

1 repeat
2  ← graph(𝑓 , 𝑆 , 𝑄; 𝛾 , 𝑘) ⊳ adjacency matrix (1),(2)
3 𝑌 ← label(𝑆) ⊳ label matrix (3)
4 𝑍 ← lp( , 𝑌 ; 𝛼) ⊳ label propagation (4)
5 𝑃 ← 𝑍𝐿+1∶𝐿+𝑀 ,∶ ⊳ unlabeled submatrix (5)
6 𝑃 ← power(𝑃 ; 𝜏) ⊳ power transform (6)
7 (𝐩,𝐪) ← balance(𝑃 ) ⊳ class balance (7)
8 𝑃 ← Sinkhorn(𝑃 ;𝐩,𝐪) ⊳ Sinkhorn-Knopp (9),(10)
9 𝑌 ← predict(𝑃 ) ⊳ pseudo-labels (11)
10  ← clean(𝑓 , 𝑆 , 𝑄, 𝑌 ,𝐩) ⊳ label cleaning (12),(15)
11 (𝑆 , 𝑄) ← augment(𝑆 , 𝑄,) ⊳ augment support (16),(17)
12 until 𝑄 = ∅ ⊳ all queries are predicted

3.7.3. Unnormalized class similarities
The cleaning process of Section 3.5 assumes that most of the pseudo-

labels obtained by label propagation and class balancing are correct.
In the presence of distractors however, the label noise will be much
higher. A way to suppress label noise is to use the unnormalized class
similarity matrix 𝑍 instead of the normalized probability matrix 𝑃 .

In particular, in matrix 𝑍 obtained by label propagation (4), every
ow 𝑖 expresses how similar example 𝑥𝑖 is to the 𝑁 support classes. For
∈ [𝑀 ′], let

𝑧𝑖∶= max
𝑗∈[𝑁]

𝑍𝐿+𝑖,𝑗 (18)

be the maximum similarity over classes for example 𝑥𝐿+𝑖. We expect
his similarity to be low for examples of distractor classes, which can
e used to distinguish them from support examples. By contrast, in the
robability matrix 𝑃 after normalization, this information is lost.

We investigate two variants of the idea of using 𝑍 for cleaning, as
follows.

Class similarities only Rather than using the average loss 𝓁𝑖 of every
xample as confidence score (Section 3.5), we use the unnormalized
lass similarity 𝑧𝑖 (18) directly. In the extreme case of selecting one

example per class, the index set of selected examples is

∶=

{

ar g max
𝑖∈′

𝑗

𝑧𝑖 ∶ 𝑗 ∈ [𝑁]

}

. (19)

That is, for each class 𝑗 ∈ [𝑁], we select the example 𝑥𝐿+𝑖 with the
inimum value 𝑧𝑖 from ′

𝑗 , where in this case

′
𝑗∶={𝑖 ∈ [𝑀 ′] ∶ 𝑦̂𝐿+𝑖 = 𝑗} (20)

is the index set of examples that are pseudo-labeled in class 𝑗 for
𝑗 ∈ [𝑁]. We will refer to this variant as iLPC𝑧 in the following, including
runcation and no class balancing.

Class similarities for loss weighting As a second variant, we use
oth the unnormalized class similarities and the loss statistics to define
 confidence score for cleaning. In particular, we use label cleaning
s described in Section 3.5, calculating the average loss 𝓁𝑖 for every
seudo-labeled example 𝑥𝐿+𝑖, for 𝑖 ∈ [𝑀 ′]. We then weigh 𝓁𝑖 by 𝑧−𝛽𝑖 ,
here 𝑧𝑖 is the corresponding class similarity and 𝛽 > 0:

𝑖̂∶=𝑧
−𝛽
𝑖 𝓁𝑖. (21)

The selection process is exactly the same as in (15) or (19), now using
the weighted average loss 𝓁𝑖 instead of 𝓁𝑖 or 𝑧𝑖. We will refer to this
ariant as iLPC𝑧𝑙 in the following, including truncation and no class
alancing.
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4. Experiments

4.1. Setup

Datasets We use four common few-shot classification benchmark
atasets, miniImageNet [19], tieredImageNet [4], CUB [2] and CIFAR-

FS [2]. We follow the experimental protocol of [13] for every dataset
and backbone accordingly.

Tasks We consider 𝑁-way, 𝐾-shot classification tasks with 𝑁 = 5
randomly sampled novel classes and 𝐾 ∈ {1, 5} randomly selected
examples per class for support set 𝑆, that is, 𝐿 = 5𝐾 examples in total.
For the query set 𝑄, we randomly sample 15 additional examples per
class, that is, 𝑀 = 75 examples in total, which is the most common
choice in the literature [41].

In the semi-supervised setting, the unlabeled set 𝑈 contains an
dditional number of randomly sampled examples per novel class.
his number depends on 𝐾. We use two settings, namely 30/50 and
00/100, where the first number (30 or 100) refers to 1-shot and the
econd (50 or 100) to 5-shot. Therefore the total number of unlabeled
xamples in 𝑈 , is 𝑀 = 150 and 𝑀 = 250 in the 1-shot and 5-shot setting
espectively in the 30/50 setting and 𝑀 = 500 in the 100/100 setting.
gain, these are the two most common choices in semi-supervised few
hot learning as shown in [6,41].

In the distractive semi-supervised setting, the unlabeled set 𝑈 ′∶=𝑈 ∪
𝑈dist additionally contains unlabeled data from distractor classes 𝐶dist ,

hich are mutually exclusive with the support classes 𝐶supp. We follow
he same experimental setting as [41], where |

|

𝐶dist
|

|

= 3 and the number
of examples per distractor class in 𝑈dist is the same as the number of
examples per support class in 𝑈 , that is, 30 in 1-shot and 50 in 5-
hot tasks in the 30/50 setting. This means that the total number of
nlabeled examples, 𝑀 ′ = 𝑀 +𝑀dist is 240 in 1-shot and 400 in 5-shot
asks for the 30/50 setting.

Unless otherwise stated, we use 1000 tasks and report mean accu-
racy and 95% confidence interval on the test set.

Competitors There are several flaws in experimental evaluation in
he literature, like the use of different networks, training, versions

of datasets and feature pre-processing. Fair comparison is impossible
unless one uses public code to reproduce results under exactly the same
setup.

In this work, we provide completely fair comparisons with four
state-of-the-art methods by using their publicly available source code,
reproducing their results. This means that all methods are compared
fairly under exactly the same experimental evaluation. The state-of-
the-art methods that we provide fair comparisons are: LR+ICI [6],
PT+MAP [5], MCT [31] and PLCM [14].

PLCM utilizes training episodes from 𝐷base to train a GMM model
that learns the loss distribution of the pseudo-labels and provides
 credibility score based on that distribution. The training episodes

consist of the same settings as described in Section 4.1, that is 30
and 50 unlabeled examples per class in the 1-shot and 5-shot settings
respectively. Regarding the 1-shot CUB experiment in the distractive
setting since not all classes from 𝐷base have enough examples to satisfy
the 30 unlabeled examples per class, we utilized training episodes of
8 unlabeled examples per class.

Networks We use publicly available pre-trained backbone convolu-
ional neural networks that are trained on the base-class training set.

e experiment with two popular networks, namely, the residual net-
ork ResNet-12 [15] and the wide residual network WRN-28-10 [7].

In particular, to compare with [6], we use pre-trained weights of
the ResNet-12 provided by [6], which we call ResNet-12A, as well
as official public code1 for testing. To compare with [5], we use pre-
trained weights of a WRN-28-10 provided by [7],2 which are the same

1 https://github.com/Yikai-Wang/ICI-FSL.
2 https://github.com/nupurkmr9/S2M2_fewshot.
6 
Table 1
Selected hyperparameters. mIN: miniImageNet. t IN: tieredImageNet. CFS: CIFAR-FS.

Param mIN t IN CFS CUB

𝐾 (shot) 1 5 1 5 1 5 1 5

ResNet-12A

𝑘 (1) 15 25 15 60 15 15 10 8
𝛼 (4) 0.8 0.4 0.5 0.8 0.8 0.4 0.6 0.6

ResNet-12B

𝑘 (1) 15 15 – – – – – –
𝛼 (4) 0.9 0.9 – – – – – –

WRN-28-10

𝑘 (1) 20 30 20 20 20 25 25 25
𝛼 (4) 0.8 0.2 0.8 0.8 0.4 0.5 0.2 0.5

used by [5], as well as official public code3 for testing. To compare
ith [31], we use the official public code4 to train from scratch another
ersion of ResNet-12 used by [31], which we call ResNet-12B, as well

as the same code for testing. To compare with PLCM [14], we use the
fficial public code.5

Feature pre-processing Each method uses its own feature
pre-processing. LR+ICI [6] uses 𝓁2-normalization and PCA to reduce
ResNet-12A to 5 dimensions. PT+MAP [5] uses element-wise power
ransform, 𝓁2-normalization and centering of WRN-28-10 features.
CT [31] uses flattening of the output tensor of ResNet-12B rather

than spatial pooling. By default, we use the same choices as [5] for
WRN-28-10 and [31] for ResNet-12B. For ResNet-12A however, we use
𝓁2-normalization only on transductive inference and we do not use any
dimensionality reduction.

Implementation details Our implementations are based on PyTorch
[48] and scikit-learn [49]. Label cleaning is based on a linear classifier
on top of 𝑓 , initialized by imprinting the average of support features per
class and then trained using (12). We use stochastic gradient descent
with momentum 0.9 and weight decay 0.0005. We use a learning rate of
𝜂 for 1000 iterations. For inductive (resp. semi-supervised) learning, we
use logistic regression on support (resp. also pseudo-labeled) examples,
learned using scikit-learn [6]. The row-wise sum 𝐩 (9) is set to 1 and
the column-wise sum 𝐪 (10) is set to 𝑀

𝑁 unless otherwise stated.

Hyperparameters Our hyperparameters include 𝛾 and 𝑘 used in the
earest neighbor graph (1), 𝛼 in label propagation (4), 𝜏 in balanc-

ing (7) and the learning rate 𝜂 of label cleaning. Common choices for
𝑘 and 𝛼 are in [15, 20] and in [0.5, 0.8], respectively. We set 𝛾 = 3,
𝜏 = 3 and 𝜂 = 0.1. Following [6], we set 𝜈 = 3 and select the 3
xamples per class having the least average loss at every iteration in

the transductive setting. We set 𝜈 = 1 and 𝜈 = 5 in the 1-shot and
5-shot settings respectively in the semi-supervised and distractive semi-
supervised setting. Regarding the hyper-parameters for the distractive
setting, we set 𝛽 = 5. Apart from 𝛼 and 𝐾 we optimize our hyperpa-
ameters using the miniImageNet validation set. Regarding the values
f 𝛼 and 𝐾 we optimize them using the validation set of every dataset.
he hyperparameters chosen for every dataset can be seen in Table 1

4.2. Ablation study

4.2.1. Transductive inference

Algorithmic components Table 2 ablates our method in the presence
r not of individual components, as well as using alternative com-
onents. The use of queries with label propagation gives a gain of

3 https://github.com/yhu01/PT-MAP.
4 https://github.com/seongmin-kye/MCT.
5 https://github.com/freeEntropy/PLCM.

https://github.com/Yikai-Wang/ICI-FSL
https://github.com/nupurkmr9/S2M2_fewshot
https://github.com/yhu01/PT-MAP
https://github.com/seongmin-kye/MCT
https://github.com/freeEntropy/PLCM
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Table 2
Ablation study of algorithmic components of our method iLPC on miniImageNet. Inductive: baseline using only support examples. LP: label propagation. Balance: class balancing (7).
iLC: iterative label cleaning, without which we just output predictions (11). iProb: iterative selection of top examples per class directly as column-wise maxima of 𝑃 (5) instead
of iLC. Class: linear classifier used for prediction instead of LP, as in [6], with balancing still applied on output probabilities.

Inference Components ResNet-12A WRN-28-10

LP Balance iLC iProb Class 1-shot 5-shot 1-shot 5-shot

Inductive ✓ 56.30±0.62 75.59±0.47 68.17±0.60 84.33±0.43
Transductive ✓ 61.09±0.70 75.32±0.50 74.24±0.68 84.09±0.42
Transductive ✓ ✓ 58.39±0.63 76.62±0.49 70.92±0.61 86.14±0.40
Transductive ✓ ✓ 65.04±0.75 76.82±0.50 79.42±0.69 85.34±0.43
Transductive ✓ ✓ 65.54±0.87 78.76±0.53 80.29±0.76 88.00±0.40
Transductive ✓ ✓ 65.57±0.89 78.03±0.54 78.58±0.76 88.02±0.41
Transductive ✓ ✓ ✓ 68.79±0.96 79.93±0.56 82.04±0.78 88.89±0.41
Transductivea ✓ ✓ ✓ 69.79±0.99 79.82±0.55 83.05±0.79 88.82±0.42
Transductive ✓ ✓ ✓ 58.27±0.91 74.11±0.56 80.75±0.76 87.62±0.44

a Default setting of iLPC.
Fig. 2. (a,b) Distributions of loss values (12) for correctly and incorrectly labeled examples, normalized independently. Uniform label noise: (a) 20%, (b) 40%. Pseudo-labels
predicted by (11) for two different 1-shot transductive miniImageNet tasks (c,d).
Table 3
Imbalanced transductive inference with our iLPC. Number of queries per class drawn uniformly at random from 10,… , 20. None: no balancing. Uni: Uniform distribution. True:
True distribution.

Balancing Network miniImageNet tieredImageNet Cifar-FS CUB

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

None WRN-28-10 78.06±0.82 87.80±0.42 86.04±0.73 90.74±0.46 85.32±0.76 89.64±0.48 89.67±0.64 92.98±0.31
Uni WRN-28-10 77.50±0.78 83.68±0.39 83.02±0.67 86.17±0.40 81.47±0.69 84.83±0.45 85.22±0.57 87.99±0.28
True WRN-28-10 82.68±0.82 89.07±0.41 89.17±0.70 92.67±0.44 87.32±0.74 90.92±0.48 91.24±0.60 94.14±0.30
7 
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Table 4
Ablation study of algorithmic components of our iLPC𝑧 and iLPC𝑧𝑙 in distractive semi-supervised learning. CUB 5-shot omitted as no class has the required 70 examples. B: class
balancing; 𝑍: cleaning by unnormalized class similarities only (iLPC𝑧); 𝑍-norm: same, but matrix 𝑍 (4) is row-wise normalized first; W: cleaning by class similarities for loss weighting
(iLPC𝑧𝑙). T: truncation.

Components Split miniImageNet tieredImageNet CIFAR-FS CUB

B T 𝑍-norm 𝑍 W 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

ResNet-12A

✓ 30/50 58.22±0.87 70.13±0.62 71.09±0.85 77.10±0.66 65.14±0.88 74.83±0.63 73.47±0.80 –
30/50 60.27±0.94 73.72±0.63 74.29±0.93 80.93±0.70 66.27±0.96 77.55±0.66 77.05±0.87 –

✓ 30/50 60.70±0.95 74.09±0.62 74.58±0.93 82.78±0.63 66.46±0.94 77.69±0.65 77.34±0.85 –
✓ 30/50 60.38±0.92 72.99±0.65 74.19±0.93 84.19±0.61 68.51±0.93 78.24±0.62 78.18±0.86 –

✓ 30/50 61.99±0.93 77.44±0.55 77.78±0.88 86.50±0.52 70.93±0.89 82.66±0.55 82.09±0.84 –
✓ ✓ 30/50 62.72±0.93 78.24±0.54 78.72±0.88 87.92±0.50 71.87±0.89 83.47±0.55 83.15±0.84 –

✓ 30/50 62.45±0.93 77.36±0.54 78.23±0.87 86.44±0.52 71.00±0.89 82.61±0.55 82.58±0.84 –
✓ ✓ 30/50 63.19±0.93 78.17±0.54 79.13±0.87 87.78±0.50 71.84±0.88 83.49±0.55 83.66±0.82 –

WRN-28-10

✓ 30/50 65.84±0.82 75.41±0.58 73.46±0.76 79.51±0.62 72.88±0.75 78.23±0.60 75.67±0.76 –
30/50 71.65±0.87 82.44±0.56 78.28±0.86 85.64±0.62 76.47±0.83 84.05±0.62 81.03±0.79 –

✓ 30/50 72.57±0.88 83.09±0.54 79.53±0.85 87.27±0.58 76.70±0.82 84.44±0.60 81.88±0.77 –
✓ 30/50 72.10±0.88 81.64±0.57 79.72±0.85 86.55±0.61 74.99±0.80 83.37±0.60 82.53±0.77 –

✓ 30/50 74.56±0.83 85.97±0.43 83.45±0.77 90.21±0.44 78.53±0.85 88.27±0.50 85.92±0.71 –
✓ ✓ 30/50 76.06±0.85 87.15±0.43 84.86±0.77 91.35±0.43 79.17±0.85 89.02±0.49 87.32±0.68 –

✓ 30/50 74.74±0.84 86.06±0.44 83.56±0.77 90.19±0.44 79.46±0.83 88.30±0.50 85.95±0.71 –
✓ ✓ 30/50 76.22±0.86 87.13±0.42 84.92±0.76 91.26±0.43 80.07±0.83 89.05±0.50 87.32±0.70 –
c

d
e

transductive over inductive inference, up to 6% in 1-shot, while being
on par with the linear classifier in 5-shot. In 1-shot, balancing and iter-
tive label cleaning bring another gain of 4%–5% each independently,
hile the combination of the two brings 8%–9%. The performance of

terative label cleaning is further justified by its superior performance
hen compared to selecting examples based on 𝑃 instead.

Label cleaning: loss distribution To illustrate our label cleaning,
we conduct two experiments, showing the distribution of the loss
value (12). In the first, shown in Fig. 2(a,b), we inject label noise
uniformly at random to the 20% (a) and 40% (b) of 500 labeled
examples. The correctly and incorrectly labeled examples have very
different loss distributions. Importantly, while previous work on noisy
labels [10] attempts to detect clean examples by an optimal threshold
on the loss value, we only need few clean examples per iteration.
Examples with minimal loss value are clean.

The second experiment is on two novel 1-shot transductive tasks,
hown in Fig. 2(c,d). We use 50 unlabeled queries per class and we

predict pseudo-labels according to (11). Label cleaning is more chal-
enging here because the two distributions are more overlapping. This
s natural because predictions are more informed than uniform, even
f incorrect. Still, a large proportion of clean examples have a smaller
oss value than the minimal value of noisy ones.

Class balancing To show the effectiveness of class balancing, we carry
out experiments in a novel setting for imbalanced few-shot transductive
inference. In this setting, the number of queries per class for every
few-shot task is drawn uniformly at random from {10 … 20}. We use
no balancing, or we use balancing with uniform class distribution (7),
or, assuming the prior class distribution 𝐮 ∈ R𝑁 is known, we replace
𝟏𝑁
𝑁 in (7) by 𝐮. As shown in Table 3, balancing improves accuracy by a
arge margin, but only if the prior class distribution is known, otherwise
t is harmful.

4.2.2. Distractive semi-supervised few-shot learning
We investigate the effect of each of our proposed ideas in Section 3.7

and their main hyperparameters.

Removing class balancing As shown in Table 4, removing class bal-
ancing from our method provides a significant performance boost,
specifically ∼5% in 1-shot and ∼7% in 5-shot using WRN-28-10 and
2% in 1-shot and ∼4% in 5-shot using ResNet-12A. This confirms
ur hypothesis that the distribution of pseudo-labels of distractors is

mbalanced, hence class balancing is harmful.

8 
Fig. 3. Average pseudo-label distribution of a single distractor class over the support
classes for 1000 tasks in 5-way 5-shot miniImageNet, with 50 unlabeled examples per
lass using WRN-28-10. Here, ± denotes the standard deviation.

Table 5
Ablation study of 𝛽 of our iLPC𝑧𝑙 (21) in the distractive setting on miniImageNet.
𝛽 ResNet-12A WRN-28-10

1-shot 5-shot 1-shot 5-shot

1-shot 5-shot 1-shot 5-shot

0.5 62.29±0.91 76.23±0.57 74.46±0.85 85.34±0.46
1 62.73±0.91 77.04±0.55 74.87±0.85 85.76±0.44
2 62.71±0.93 77.26±0.55 74.95±0.83 86.04±0.44
5 62.45±0.93 77.36±0.54 74.74±0.84 86.06±0.42
10 62.20±0.93 77.37±0.55 74.66±0.84 86.06±0.43

In order to investigate our hypothesis further, we carry out the
following experiment. Using only one distractor class, we obtain the
distribution of distractor pseudo-labels over classes for each novel task.
We rank classes by ascending order of the percentage of distractor
examples assigned to that class. The average over 1000 tasks is shown
in Fig. 3 As it can be seen in Fig. 3, more than 80% on average of the
istractor examples are classified to the class with the most distractor
xamples. This provides a further confirmation of our hypothesis.

Truncation From Table 4 it is clear that truncation provides a per-
formance boost in 1-shot and 5-shot settings for both WRN-28-10 and
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ResNet-12A in all datasets. There are two underlying hypotheses for
this improvement. The first follows the intuition behind the positive
effect of removing class balancing in that the significant majority of
distractor examples will be classified to a specific support class. The
econd is that most of these examples will be classified at the end
f the iterative process. This is because we expect examples of each
upport class to have a higher similarity to that class than the distractor
xamples.

Unnormalized class similarities We first validate our hypothesis that
he unnormalized class similarities 𝑍 (4) are appropriate for cleaning.
or this, we compare to a baseline of normalized class similarities, where
e row-wise 𝓁1-normalize matrix 𝑍 before applying (19). As shown

n Table 4, for both 1-shot and 5-shot and for both WRN-28-10 and
esNet-12A, the unnormalized similarities provide a performance boost

of as much as ∼5%. This is because the unnormalized similarities of all
examples to a given class (in a column of 𝑍) are directly comparable,
such that the example with the greatest similarity is the most similar to
that class. In contrast, normalization discards this information because
it takes place per example (row-wise in 𝑍).

We then investigate the effect of scalar 𝛽 of iLPC𝑧𝑙 (class similarities
for loss weighing) under no class balancing and no truncation. It can be
een in Table 5 that the optimal value of 𝛽 is ∼2 for 1-shot and ∼10

for 5-shot. We observe that the behavior with respect to 𝛽 is consistent
across both 1-shot and 5-shot settings and both backbones. We set 𝛽 = 5
in all remaining experiments.

Finally, in Table 4, we can see that both variants of using 𝑍
for cleaning provide a significant performance boost. Combining with
runcation and no class balancing, we improve our method by as much

as ∼10% using both ResNet-12A and WRN-28-10. Variant iLPC𝑧𝑙 works
etter in the majority of settings, which shows that the unnormalized
lass similarity (18) and the average loss (13) per example provide

complementary information.

4.3. Comparisons

4.3.1. Transductive few-shot inference
Table 6 compares our iLPC with LR+ICI [6] and PT+MAP [5] under

the standard setting of 15 unlabeled queries per class. The truly fair
comparison is with our reproductions, indicated by ‘a’. Apart from the
efault networks, we also use WRN-28-10 with LR+ICI [6], since it is
ore powerful. Our iLPC is on par with PT+MAP [5] under this setting

and superior to LR+ICI [6] by up to 3% on miniImageNet 1-shot.
We also experiment with 50 unlabeled queries per class, or 𝑀 =

50 in total. As shown in Table 7, iLPC outperforms both LR+ICI [6]
nd PT+MAP [5]. Moreover, the gain over PT+MAP [5] increases

significantly, up to 2% on miniImageNet 1-shot. This can be attributed
o the fact that PT+MAP [5] operates on Euclidean space, while we

capture the manifold structure, which manifests itself in the presence
of more data. A 10-shot experiment is shown in Table 8. The gain is
round 0.5%.

Table 9 shows that PT+MAP [5] is very sensitive to feature pre-
processing, losing up to 40% without it, while our iLPC is more robust,
osing only up to 5%.

Table 10 compares our iLPC with MCT [31]. We reproduce MCT re-
ults by training from scratch ResNet-12B using the official code and we

test both methods without data augmentation (horizontal flipping) and
ithout meta-learned scaling function. The objective is to compare the

two transductive methods under the same backbone network and the
same training process, which is clearly superior to ResNet-12A. Under
hese settings, MCT is slightly better in 5-shot but iLPC outperforms it
y a large margin in 1-shot.
9 
4.3.2. Semi-supervised few-shot learning
As shown in Table 11, iLPC is superior to LR+ICI [6] in all settings

y an even larger margin than in transductive inference, e.g.by nearly
.5% in miniImageNet 1-shot. This can be attributed to capturing the
anifold structure of the data more accurately, since there are more
nlabeled data in this case. Because PT+MAP [5] does not experiment

with semi-supervised learning, we adapt it in the same way as ours,
using the default WRN-28-10, outperforming it in most experiments.

4.3.3. Distractive semi-supervised learning
We compare both variants of our method, iLPC𝑧 (class similarities

nly) and iLPC𝑧𝑙 (class similarities for loss weighting), with LR+ICI,
T+MAP and PLCM in the distractive setting. Both variants of our
ethod include truncation and no class balancing. For fair compar-

isons, we extend all three competitors by adding truncation to LR+ICI
and PLCM and removing class balancing from PT+MAP. LR+ICI and
PLCM do not use balancing, while for PT+MAP is unclear how we could
add truncation.

It can seen from Table 12 that both iLPC𝑧 and iLPC𝑧𝑙 outperform
LR+ICI and PT+MAP in both 1-shot and 5-shot settings using both
backbones on all datasets, with and without the extensions by large
margins. Especially noteworthy is the gain of our method over LR+ICI
and PT+MAP using ResNet-12A, since it is greater than 2% in all
settings/datasets and reaches as high as 8%. Furthermore, it can be
seen that both iLPC𝑧 and iLPC𝑧𝑙 outperform PLCM in every setting apart
from the 1-shot miniImageNet, where PLCM is only slightly better.

We also investigated the behavior of iLPC𝑧 and iLPC𝑧 and the best
erforming baselines as the number of unlabeled data from distractor
lasses increases in Table 13. We follow the setup described in Sec-

tion 4.1 and sample 30 and 50 unlabeled examples per distractor class
o be included in the unlabeled set, 𝑈 ′, for the 1-shot and 5-shot settings
espectively while |𝐶dist | is increased. As an example in the case where
𝐶dist | = 5, 𝑀dist = 5 × 30 = 150 and 𝑀dist = 5 × 50 = 250 in the 1-shot

and 5-shot settings respectively. It can be seen that iLPC𝑧 and iLPC𝑧𝑙
outperform all baselines as |𝐶dist | increases and outperform all baselines
xcept in the 1-shot when |𝐶dist | = 3. Interestingly, as the number of
istractor examples increases the performance gap between our method
nd the other baselines increases, highlighting the robustness of our
ethod.

4.4. Comparison with other state of the art methods

Tables 14–16 compare our solutions with a larger collection of
recent methods on the transductive, semi-supervised and distractive
emi-supervised settings, respectively. Even when the network and data
plit appears to be the same, we acknowledge that our results are not
irectly comparable with any method other than our reproductions.
his is due to the very diverse choices made in the bibliography,
.g.versions of network, training settings, versions of datasets, or pre-

processing. For instance, ResNet-12 is different than either ResNet-12A
or ResNet-12B.

For this reason, we focus on the best result by each method, in-
luding ours. Usually, methods experimenting with WRN-28-10 have an

advantage. At the time of publication of our preliminary version [13],
iLPC achieved the state of the art performance in transductive and semi-
supervised few-shot learning setting. EASE [37] has since surpassed
our performances in some but not all experiments in the transductive
etting as it can be seen on Table 14. Nevertheless, as it can be seen
rom Tables 15 and 16, iLPC, iLPC𝑧 and iLPC𝑧𝑙 still outperform all

other methods in the semi-supervised and distractive semi-supervised
few-shot learning settings.
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Table 6
Transductive inference, comparison with LR+ICI [6] and PT+MAP [5].

Method Network miniImageNet tieredImageNet CIFAR-FS CUB

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

LR+ICI [6] ResNet-12A 66.80 79.26 80.79 87.92 73.97 84.13 88.06 92.53
LR+ICI [6]a ResNet-12A 66.85±0.92 78.89±0.55 82.40±0.84 88.80±0.50 75.36±0.97 84.57±0.57 86.53±0.79 92.11±0.35
iLPC (ours) ResNet-12A 69.79±0.99 79.82±0.55 83.49±0.88 89.48±0.47 77.14±0.95 85.23±0.55 89.00±0.70 92.74±0.35

PT+MAP [5] WRN-28-10 82.92±0.26 88.82±0.13 – – 87.69±0.23 90.68±0.15 91.55±0.19 93.99±0.10
PT+MAP [5]a WRN-28-10 82.88±0.73 88.78±0.40 88.15±0.71 92.32±0.40 86.91±0.72 90.50±0.49 91.37±0.61 93.93±0.32
LR+ICI [6]a WRN-28-10 80.61±0.80 87.93±0.44 86.79±0.76 91.73±0.40 84.88±0.79 89.75±0.48 90.18±0.65 93.35±0.30
iLPC (ours) WRN-28-10 83.05±0.79 88.82±0.42 88.50±0.75 92.46±0.42 86.51±0.75 90.60±0.48 91.03±0.63 94.11±0.30

a Our reproduction with official code on our datasets.
Table 7
Transductive inference, 50 queries per class.

Method Network miniImageNet tieredImageNet CIFAR-FS

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

LR+ICI [6]a WRN-28-10 82.38±0.86 88.78±0.39 88.59±0.74 92.11±0.39 86.39±0.79 90.02±0.49
PT+MAP [5]a WRN-28-10 83.79±0.71 88.94±0.33 88.87±0.64 92.01±0.36 87.63±0.66 90.15±0.46
iLPC (ours) WRN-28-10 85.98±0.74 90.54±0.31 90.02±0.70 92.94±0.37 88.54±0.68 90.92±0.46

a Our reproduction with official code on our datasets.
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Table 8
Transductive 10-shot inference using WRN-28-10. mIN: miniImageNet. t IN:
tieredImageNet.

Method mIN t IN CIFAR-FS CUB

LR+ICI [6]a 88.69±0.38 91.88±0.41 90.23±0.45 93.66±0.28
PT+MAP [5]a 89.97±0.34 93.33±0.34 91.30±0.45 94.24±0.28
iLPC (ours) 90.51±0.35 93.61±0.38 91.59±0.44 94.75±0.26

a Our reproduction with official code on our datasets.

Table 9
Transductive inference, ablation over PT+MAP [5] pre-processing. PRE: power trans-
form, normalization, centering.

Method Pre miniImageNet tieredImageNet

1-shot 5-shot 1-shot 5-shot

PT+MAP [5]a 48.57±0.81 75.67±0.82 49.67±0.77 88.32±0.50
iLPC (ours) 78.89±0.90 86.80±0.46 86.52±0.47 91.07±0.47

PT+MAP [5]a ✓ 82.88±0.73 88.78±0.40 88.15±0.71 92.32±0.40
iLPC (ours) ✓ 83.05±0.79 88.82±0.42 88.50±0.75 92.46±0.42

a Our reproduction with official code on our datasets.

Table 10
Transductive inference, comparison with MCT [31] using ResNet-12B.

Method Network miniImageNet

1-shot 5-shot

MCT (instance, flip) [31] ResNet-12B 78.55±0.86 86.03±0.42
MCT (no scale) [31] ResNet-12B 67.26±0.60 81.90±0.43
iLPC (ours) ResNet-12B 75.58±1.16 81.58±0.50
iLPC (ours) ResNet-12A 69.79±0.99 79.82±0.55

a Our reproduction with official code on our datasets, without augmentation and
without scaling.

4.5. Limitations

Even though our method shows impressive performance in a wide
ange of experiments, there are still certain limitations. Because of the
terative pseudo-label selection procedure, the inference time increases
hen the number of unlabeled data increases. In addition, the label

cleaning module consists of a linear classifier that is trained on top of
the labeled and pseudo-labeled features, increasing the inference time
even more. Finally, our method uses several hyperparameters: 𝛼, 𝑘, 𝛾,
𝜏, 𝛽, 𝜈, 𝐪, 𝐩. Although 𝛼 and 𝑘 are calibrated separately per dataset, we
10 
use the same values of the remaining hyperparameters for all datasets.
A non-uniform distribution over classes, 𝐪, can only be used if we have
prior knowledge of the unlabeled data.

Some potential research avenues for addressing the limitations of
ur work include exploring meta-learning as a way to initialize all the
yper-parameters effectively and eliminate hyperparameter tuning on

the validation set.

5. Conclusion

In this work, we studied few-shot learning in the presence of labeled
and unlabeled data, specifically in the transductive, semi-supervised
and distractive semi-supervised few-shot settings. We successfully ad-
dressed the limitations of assigning accurate pseudo-labels and select-
ing the most confident pseudo-labels. Our algorithm is conceptually
simple and provides a unique combination of ideas from research
directions related to our task at hand.

Our method achieves state of the art performance on four bench-
ark datasets using different backbones. Label propagation exploits

he manifold structure of the data, which becomes important in the
resence of more data, while still being competitive otherwise. In the
ransductive and semi-supervised settings, class balancing exploits prior
nowledge about the class distribution that improves the overall per-
ormance. Label cleaning, originally introduced for learning with noisy
abels, is also found very successful in detecting the most confident

pseudo-labels. Iterative reuse of the most confident pseudo-labels as
rue labels further improves the performance.

Importantly, reasonable baselines, like predicting pseudo-labels by
 classifier or iteratively re-using pseudo-labels without cleaning, fail
ompletely. Under fair comparisons, our iLPC outperforms or is on par

with state-of-the art methods. Moreover, our algorithm shows superior
performance when more unlabeled data is used and is more robust than
other methods with respect to feature pre-processing.

Additionally, we investigated the distractive semi-supervised few-
shot setting and proposed ideas to make our algorithm robust in
this setting, achieving state of the art performance. We verified our
hypothesis that pseudo-labels are not balanced over classes in this
setting by improving the performance when class balancing is removed.
Additionally, we proposed a simple truncation mechanism and the use
of unnormalized manifold class similarities. We have found that all
three ideas improve the performance significantly in the distractive
setting, both individually and when combined, thus confirming that

their effect is complementary.
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Table 11
Semi-supervised few-shot learning, comparison with [5,6]. CUB 5-shot omitted: no class has the required 70 examples.

Method Network Split miniImageNet tieredImageNet CIFAR-FS CUB

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

LR+ICI [6] ResNet-12A 30/50 69.66 80.11 84.01 89.00 76.51 84.32 89.58 92.48
LR+ICI [6]a ResNet-12A 30/50 67.57±0.97 79.07±0.56 83.32±0.87 89.06±0.51 75.99±0.98 84.01±0.62 88.50±0.71 –
iLPC (ours) ResNet-12A 30/50 70.99±0.91 81.06±0.49 85.04±0.79 89.63±0.47 78.57±0.80 85.84±0.56 90.11±0.64 –

LR+ICI [6]a WRN-28-10 30/50 81.31±0.84 88.53±0.43 88.48±0.67 92.03±0.43 86.03±0.77 89.57±0.53 90.82±0.59 –
PT+MAP [5]b WRN-28-10 30/50 83.14±0.72 88.95±0.38 89.16±0.61 92.30±0.39 87.05±0.69 89.98±0.49 91.52±0.53 –
iLPC (ours) WRN-28-10 30/50 83.58±0.79 89.68±0.37 89.35±0.68 92.61±0.39 87.03±0.72 90.34±0.50 91.69±0.55 –

a Our reproduction with official code on our datasets.
b Our adaptation to semi-supervised, based on official code.
Table 12
Distractive semi-supervised learning, comparison with [5,6]. CUB 5-shot omitted as no class has the required 70 examples. T: truncation; nb: no class balancing; iLPC𝑧: cleaning
by class similarities only; iLPC𝑧𝑙 : cleaning by class similarities for loss weighing; both include truncation and no class balancing.

Method Network Split miniImageNet tieredImageNet CIFAR-FS CUB

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

LR+ICI [6]a ResNet-12A 30/50 58.21±0.90 70.67±0.66 72.23±0.95 80.21±0.68 64.99±0.92 75.07±0.67 74.85±0.87 –
LR+ICIT [6]a ResNet-12A 30/50 58.52±0.90 70.78±0.66 72.46±0.95 80.71±0.68 65.22±0.91 75.13±0.66 75.02±0.86 –
PT+MAP [5]a ResNet-12A 30/50 60.93±0.76 72.35±0.61 72.28±0.79 81.49±0.62 67.72±0.76 77.59±0.59 75.33±0.77 –
PT+MAPnb [5]a ResNet-12A 30/50 60.65±0.75 71.96±0.61 72.00±0.79 80.70±0.65 67.90±0.77 77.44±0.60 75.31±0.78 –
PLCM [14]b ResNet-12A 30/50 63.55±0.86 76.91±0.55 78.72±0.85 87.16±0.51 69.93±0.89 81.41±0.57 82.70±0.75 –
PLCMT [14]b ResNet-12A 30/50 63.52±0.87 76.72±0.55 78.70±0.85 86.82±0.51 69.79±0.88 81.18±0.57 82.77±0.75 –
iLPC𝑧 (ours) ResNet-12A 30/50 62.72±0.93 78.24±0.54 78.72±0.88 87.92±0.50 71.87±0.89 83.47±0.55 83.15±0.84 –
iLPC𝑧𝑙 (ours) ResNet-12A 30/50 63.19±0.93 78.17±0.54 79.13±0.87 87.78±0.50 71.84±0.88 83.49±0.55 83.66±0.82 –

LR+ICI [6]a WRN-28-10 30/50 68.65±0.91 79.18±0.60 76.27±0.85 83.39±0.64 74.40±0.81 81.17±0.63 77.64±0.82 –
LR+ICIT [6]a WRN-28-10 30/50 68.77±0.91 79.31±0.60 76.70±0.85 84.05±0.62 74.58±0.80 81.55±0.62 78.09±0.81 –
PT+MAP [5]a WRN-28-10 30/50 68.06±0.83 75.84±0.66 76.69±0.77 82.51±0.64 74.69±0.76 80.06±0.62 79.19±0.76 –
PT+MAPnb [5]a WRN-28-10 30/50 72.80±0.83 82.10±0.56 80.03±0.78 85.84±0.60 78.21±0.78 84.04±0.60 82.77±0.72 –
PLCM [14]b WRN-28-10 30/50 76.14±0.79 85.42±0.44 83.29±0.75 89.60±0.47 81.24±0.75 87.40±0.51 85.73±0.67 –
PLCMT [14]b WRN-28-10 30/50 76.29±0.80 85.47±0.44 83.27±0.75 89.22±0.48 81.28±0.75 86.88±0.50 86.05±0.67 –
iLPC𝑧 (ours) WRN-28-10 30/50 76.06±0.85 87.15±0.43 84.86±0.77 91.35±0.43 79.17±0.85 89.02±0.49 87.32±0.68 –
iLPC𝑧𝑙 (ours) WRN-28-10 30/50 76.22±0.86 87.13±0.42 84.92±0.76 91.26±0.43 80.07±0.83 89.05±0.50 87.32±0.70 –

a Our adaptation to the distractive setting, based on official code.
b Implementation using official code.
Table 13
Distractive semi-supervised learning, comparison for different number of distractor classes using WRN-28-10 backbone.

Method Number of distractor classes

3 4 5 6 7

5-way 1-shot miniImageNet

LR+ICIT [6]a 68.77±0.91 66.47±0.88 65.15±0.90 63.59±0.88 61.75±0.89
PT+MAPnb [5]a 72.80±0.83 71.37±0.84 70.40±0.84 69.75±0.82 68.01±0.83
PLCM [14]b 76.14±0.79 74.31±0.80 73.60±0.80 72.43±0.78 71.29±0.77
PLCMT [14]b 76.29±0.80 74.03±0.80 73.26±0.79 72.43±0.79 71.01±0.77
iLPC𝑧 (ours) 76.06±0.85 75.06±0.85 74.50±0.84 73.43±0.86 71.80±0.86
iLPC𝑧𝑙 (ours) 76.22±0.86 75.09±0.85 74.58±0.84 73.56±0.84 71.91±0.86

5-way 5-shot miniImageNet

LR+ICIT [6]a 79.31±0.60 76.54±0.64 75.21±0.64 73.44±0.66 71.25±0.67
PT+MAPnb [5]a 82.10±0.56 80.38±0.62 79.96±0.61 78.83±0.63 77.54±0.64
PLCM [14]b 85.42±0.44 83.78±0.48 83.38±0.48 82.34±0.50 81.14±0.50
PLCMT [14]b 85.47±0.44 83.54±0.48 83.02±0.48 82.06±0.50 80.82±0.50
iLPC𝑧 (ours) 87.15±0.43 85.81±0.43 85.59±0.42 84.35±0.44 83.70±0.42
iLPC𝑧𝑙 (ours) 87.13±0.42 85.84±0.42 85.39±0.41 84.25±0.45 83.64±0.42

a Our adaptation to the distractive setting, based on official code.
b Implementation using official code.
In future work, it would be interesting to investigate the use of
our method in more challenging settings, such as large scale semi-
supervised representation learning and real-world open set recognition.
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Table 14
Transductive inference state of the art.

Method Network miniImageNet tieredImageNet CIFAR-FS CUB

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

LR+ICI [6]a ResNet-12A 66.85±0.92 78.89±0.55 82.40±0.84 88.80±0.50 75.36±0.97 84.57±0.57 86.53±0.79 92.11±0.35
CAN+Top-k [33] ResNet-12 67.19±0.55 80.64±0.35 73.21±0.58 84.93 ±0.38 – – – –
MCT (instance) [31] ResNet-12B 78.55±0.86 86.03±0.42 82.32±0.81 87.36±0.50 85.61±0.69 90.03±0.46 – –

EP [30] WRN-28-10 70.74±0.85 84.34±0.53 78.50±0.91 88.36±0.57 – – – –
LaplacianShot [32] WRN-28-10 74.86±0.19 84.13±0.14 80.18±0.21 87.56±0.15 – – – –
PT+MAP [5]a WRN-28-10 82.88±0.73 88.78±0.40 88.15±0.71 92.32±0.40 86.91±0.72 90.50±0.49 91.37±0.61 93.93±0.32
EASE+SIAMESE [37] WRN-28-10 83.00±0.21 88.92±0.13 88.96±0.23 92.63±0.13 87.60±0.23 90.60±0.16 91.68±0.19 94.12±0.09
iLPC (ours) WRN-28-10 83.05±0.79 88.82±0.42 88.50±0.75 92.46±0.42 86.51±0.75 90.60±0.48 91.03±0.63 94.11±0.30

a Our reproduction with official code on our datasets.
Table 15
Semi-supervised few-shot learning state of the art.

Method Network Split miniImageNet

1-shot 5-shot

LST [41] ResNet-12 30/50 70.10±1.90 78.70±0.80
LR+ICI [6] ResNet-12A 30/50 69.66 80.11
MCT (instance) [31] ResNet-12B 30/50 73.80±0.70 84.40±0.50
PLCM [14] ResNet-12 30/50 72.00±1.0 83.71±0.63

𝑘-means [4]a WRN-28-10 100/100 52.35±0.89 67.67±0.65
TransMatch [43] WRN-28-10 100/100 63.02±1.07 81.06±0.59
PTN [45] WRN-28-10 100/100 81.57±0.94 87.17±0.58
Cluster-FSL [47] WRN-28-10 100/100 82.63±0.79 89.16±0.35
iLPC (ours) WRN-28-10 100/100 87.62±0.67 90.51±0.36

a As reported by [43].
Table 16
Distractive semi-supervised few-shot learning state of the art. Results stated as reported in [31,41].
Method Network Split miniImageNet tieredImageNet

1-shot 5-shot 1-shot 5-shot

Masked soft 𝑘-means [4] ResNet-12 30/50 61.00 72.00 66.90 80.20
TPN [29] ResNet-12 30/50 61.30 72.40 71.50 82.70
LST [41] ResNet-12 30/50 64.10 77.40 73.50 83.40
MCT (instance) [31] ResNet-12B 30/50 69.60±0.70 81.30±0.50 74.50±0.70 84.00±0.50

iLPC𝑧 WRN-28-10 30/50 76.06±0.85 87.15±0.43 84.86±0.77 91.35±0.43
iLPC𝑧𝑙 WRN-28-10 30/50 76.22±0.86 87.13±0.42 84.92±0.76 91.26±0.43
Data availability

The publicly available link to our source code and datasets used in
his work can be found in the abstract of our manuscript.
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