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Abstract—While multimodal fusion has been extensively studied in Multimodal Sentiment Analysis (MSA), the role of fusion depth and
multimodal capacity allocation remains underexplored. In this work, we position fusion depth, scalability, and dedicated multimodal
capacity as primary factors for effective fusion. We introduce DeepMLF, a novel multimodal language model (LM) with learnable
tokens tailored toward deep fusion. DeepMLF leverages an audiovisual encoder and a pretrained decoder LM augmented with
multimodal information across its layers. We append learnable tokens to the LM that: 1) capture modality interactions in a controlled
fashion and 2) preserve independent information flow for each modality. These fusion tokens gather linguistic information via causal
self-attention in LM Blocks and integrate with audiovisual information through cross-attention MM Blocks. Serving as dedicated
multimodal capacity, this design enables progressive fusion across multiple layers, providing depth in the fusion process. Our training
recipe combines modality-specific losses and language modelling loss, with the decoder LM tasked to predict ground truth polarity.
Across three MSA benchmarks with varying dataset characteristics, DeepMLF achieves state-of-the-art performance. Our results
confirm that deeper fusion leads to better performance, with optimal fusion depths (5-7) exceeding those of existing approaches.
Additionally, our analysis on the number of fusion tokens reveals that small token sets (∼20) achieve optimal performance. We
examine the importance of representation learning order (fusion curriculum) through audiovisual encoder initialization experiments.
Our ablation studies demonstrate the superiority of the proposed fusion design and gating while providing a holistic examination of
DeepMLF’s scalability to LLMs, and the impact of each training objective and embedding regularization.

Index Terms—Multimodal Learning, Deep Fusion, Learnable Tokens, Multimodal LM, LLMs, Multimodal Sentiment Analysis (MSA)

✦

1 INTRODUCTION

HUMANS perceive and combine information from dif-
ferent sources and senses to understand and interact

with their surroundings. Multimodal signals and represen-
tations are also utilized by the human brain when learning
concepts. We can therefore claim that multimodality spans
the entire human cognitive process. Multimodal Machine
Learning (MML) investigates how to develop systems or
agents that can process and integrate heterogeneous and
interconnected types of data, such as visual, auditory, and
textual information. The aim of this field involves the design
of systems that understand, reason, and learn from the
world through multiple sensory modalities, e.g., verbal and
non-verbal communication and scene understanding.

From recognizing emotions through speech and lan-
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guage to generating images from text, the fundamental
operation is multimodal fusion [1]. Technically, fusion is the
problem of learning representations that capture both uni-
modal information and cross-modal interactions between
elements of different modalities. Conceptually, more ho-
mogeneous modalities are easier to combine compared to
more heterogeneous. Fusion techniques can be broadly cat-
egorized into early, late, hybrid and deep fusion methods.
Early fusion combines data at earlier stages, late fusion at
the final stages, and hybrid fusion combines these schemes.
Deep fusion typically involves multiple fusion stages within
the architecture.

Recent works in the MML field employ deep fusion
schemes to leverage the benefits of multimodality. From the
self-supervised approaches of ViLBERT [2] and UNITER [3]
to multimodal large language model (LLM) based ap-
proaches [4], [5], fusion is performed across several layers,
e.g., 24 for UNITER. However, for purely supervised mul-
timodal tasks, such as affective understanding of human-
centered video clips, the fusion mechanisms utilized are
rather shallow. In particular, they usually involve combining
pretrained architectures with shallow fusion mechanisms.

The focus of this work is on Multimodal Sentiment Analy-
sis (MSA). MSA involves understanding sentiments by inter-
preting behavioral signals such as speech, language, facial
expressions, and body language [6]. Despite advancements
in this area [7], [8], [9], the development of an architec-
ture that employs a deep fusion scheme remains an open
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challenge. The predominant body of research focuses on
designing increasingly complex architectures [8], [10], [11]
and training recipes [12], [13], [14], while efforts focusing on
deep fusion schemes [15], [16], [17] remain restricted to fu-
sion schemes involving three layers at most. Moreover, there
is limited understanding of optimal capacity allocation for
capturing multimodal interactions. In this work, we explore
the questions of when does depth and scale help multimodal
fusion and how much dedicated capacity is optimal for processing
multimodal information in the context of MSA.

We propose DeepMLF, a novel MSA fusion scheme that
focuses on deepening the fusion process rather than complicating
the fusion architecture. Our approach utilizes a pretrained
language model (LM) and augments it with a small set of
learnable fusion tokens appended after the language tokens.
These fusion tokens serve two key functions: 1) accumulate
multimodal information, and 2) maintain linguistic and
non-linguistic information flow through the network by
design. At the same time, the textual modality is restricted
from directly affecting other modalities, providing an in-
herent bias against language dominance. The acoustic and
visual cues are processed via a multimodal encoder, which
injects multimodal information into the fusion tokens of
the LM through novel cross-attention blocks. This design
choice again allows for the accumulation of multimodal
information solely in the fusion tokens while retaining the
audiovisual information flow through the multimodal en-
coder. The proposed fusion process can be repeated across
multiple decoder LM layers, providing depth and scalability
to our approach. The overall learning objective combines
task losses for each individual modality and is coupled with
language model regularization via language embedding
augmentation and language modelling loss.

What sets DeepMLF apart is the deep and scalable fusion
framework that, in synergy with the learnable fusion tokens
and the training recipe, achieves enhanced fusion benefits.
DeepMLF by design allows for adjustable fusion depth and
multimodal fusion token allocation. DeepMLF emerges as
a strong multimodal LM deep fusion architecture across
MSA benchmark datasets. To the best of our knowledge,
we are the first to explore both deep fusion configurations
and multimodal capacity allocation in the MSA literature.

We validate the effectiveness of DeepMLF through ex-
periments conducted on three widely used MSA benchmark
datasets: MOSI [18], MOSEI [19], and SIMS [20]. These
datasets were selected to cover different languages, domi-
nance scenarios, and data availability conditions. We com-
pare our method with reproduced state-of-the-art fusion
approaches [21] and provide a comprehensive analysis of
the DeepMLF components (fusion depth, fusion tokens, and
encoder quality). Our contributions are:

1) We introduce DeepMLF, a novel multimodal lan-
guage model with learnable tokens for deep fusion.
DeepMLF leverages pretrained LMs and augments
them using a small set of learnable fusion tokens
that progressively integrate multimodal informa-
tion. Our design naturally promotes deep fusion
schemes and allows for adjusting the number of fu-
sion tokens for multimodal information processing.

2) We propose a novel cross-attention fusion mecha-

nism (MM Block) which captures interactions be-
tween the fusion tokens and the audiovisual infor-
mation. Non-linguistic features are first processed
by a dedicated encoder and then integrated with
language representations at various depths through
MM Blocks. This design maintains independent in-
formation flow for each modality in the network,
allowing multimodal information to accumulate ex-
clusively in the learnable tokens alone.

3) Through extensive experiments on MOSI, MOSEI
and SIMS, we demonstrate that DeepMLF achieves
state-of-the-art performance across different lan-
guages and dataset scenarios. Our analysis reveals
that deeper fusion schemes (5-7 layers), consistently
outperform shallower approaches, and show that
a small number of fusion tokens (8-20) achieves
optimal results.

4) We examine the importance of representation learn-
ing order through audiovisual encoder initializa-
tions, demonstrating the benefits of progressive
multimodal representation learning. We also scale
DeepMLF up to small (1.7B) billion LLMs and pro-
vide comprehensive analysis on the interplay of
fusion mechanisms, loss terms, and language em-
bedding augmentation, illustrating the synergistic
nature of our framework.

The paper is structured as follows: section 2 covers
related work and section 3 provides formulation and tech-
nical background for our study. Next, section 4 details the
DeepMLF architecture, and section 5 outlines our experi-
mental setup. Our experimental analysis lies in section 6
and starts with a comparison of DeepMLF with reproducible
state-of-the-art approaches (subsection 6.1). An analysis on
the interplay of performance, fusion depth, the number
of fusion tokens, the audiovisual encoder intilization, and
the impact of language distribution is provided in sub-
section 6.2. In subsection 6.3 we present ablation results
on various alternatives for the fusion mechanism. We also
examine the importance of loss terms in the total objective,
the impact of embedding regularization method, and gating
mechanism variants. Finally, section 7 highlights method
limitations, draws conclusions and discusses future research
directions.

2 RELATED WORK
This section provides an overview of the literature, begin-
ning with an exploration of works on multimodal fusion,
which is the foundamental MML challenge. We then discuss
advancements in the MSA field, which is the core of our
experimentation.

2.1 Multimodal Fusion
In this section, we provide an analysis of multimodal fu-
sion and, in particular, offer a dual perspective on fusion
granularities. First, we outline the basic fusion mechanisms-
operations (microscopic view) that may be employed for
learning multimodal representations, and then, we discuss
deep fusion schemes (macroscopic view) utilized across
various tasks.
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Fusion Mechanisms: Simpler fusion methods include
addition, multiplication, and concatenation, followed by
a projection step. Concatenation, in particular, is a pop-
ular choice among real-world supervised multimodal se-
tups [13], [22]. More advanced techniques include tensor
products [8] between latent modality representations and
higher-order polynomial fusion [23]. Gating mechanisms
are also widely used, with variations ranging from cell-like
approaches such as GMU [24], to attention mechanisms [25],
[26]. Specifically, fusion through attention comes in sev-
eral flavors. Directional (non-symmetric) attention, such as
cross-attention [2], [27], [28], [29], fuses information from
one modality1(acting as keys, values) to another (acting
as queries). Causal attention [4], [30] is also non-symmetric
and, processes multimodal input (token) information in
an autoregressive manner. Self-attention [3], [31], processes
multimodal information in a bidirectional manner and is
considered a symmetric operation. Combinations of these
mechanisms [28], [32] can also form larger fusion modules.
Besides attention, other strategies employ graph neural net-
works (GNNs) to create nodes for each latent modality or
entities such as speakers and objects, and fuse them via
message passing across the constructed nodes [33], [34], [35].

Deep Fusion Schemes: Moving beyond early, late and
hybrid schemes, the predominant paradigm in the deep
learning era is deep fusion, i.e., fusion across multiple layers.
ViLBERT [2] introduces the multimodal co-attention mecha-
nism, applies it across several transformer layers, and shows
that some tasks (or datasets) benefit from shallow (two-
layer) while others benefit from deeper (six or more layers)
fusion. UNITER [3], uses a single encoder transformer and
appends visual and textual inputs. Fusion is performed
via (bidirectional) self-attention modules across 24 layers.
Frozen [4] feeds a pretrained large language model (LLM)
with latent image representations followed by language
tokens, and trains an image encoder while keeping the LLM
frozen. Mutlimodal fusion is performed across the layers
of LLMs via causal attention. BLIP-2 [5] and MiniGPT-4 [36]
follow similar, yet more sophisticated and better performing
approaches than Frozen. LLaMA-Adapter [37] follows a
different method and feeds the causal attention mechanism
of the decoder with learnable layer-specific fused prompts,
across the last layers of a frozen LLM. From a conditional
image generation perspective, Unimo-G [38] utilizes a mul-
timodal transformer and conditions the layers of a diffusion
model with multimodal information. For an extended re-
view of multimodal LLMs and multimodal transformers,
we refer to [39] and [40], respectively.

In a spirit more similar to our work, Ziegler et
al. [41] propose an encoder-agnostic fusion and condi-
tion GPT-2 [42] layers (12) for multimodal language gen-
eration. Flamingo [28] inserts cross-modal information
across the layers of LLMs, via gated cross-attention fol-
lowed by a trainable and randomly initialized feed-forward
block. Flamingo also feeds the decoder interleaved vision-
language inputs. DeepMLF advances this architectural di-
rection with several key innovations. approach differs from
Flamingo in several design choices. We introduce a set

1. The term modality here is used loosely.

of learnable fusion tokens that accumulate multimodal in-
formation progressively through the network. This design
choice is closer to ideas from adapters [37], perceiver [43],
and bottleneck fusion [44]. The appended set of learnable to-
kens gathers linguistic information via causal self-attention
(CSA), while a parallel audiovisual encoder processes the
non-linguistic signals. The fusion tokens are then integrated
with the audiovisual information via cross-attention mech-
anisms across LM layers, offering fusion depth while main-
taining independent information flow for each modality.
Our novel gated cross-attention block improves upon the
gated cross-attention mechanism of [28], [45], [46] by 1)
initializing the feed-forward block from the corresponding
LM block and further tuning it2, 2) restricting cross-modal
attention between non-linguistic and fusion tokens alone,
to ensure efficient computation and allow for independent
information flow, and 3) implementing sigmoid gating for
optimal information flow control, as demonstrated in our
ablations.

2.2 Multimodal Sentiment Analysis
MSA research mainly focuses on building better fusion
schemes and utilizing diverse learning recipes to enhance
representation learning for the task at hand. In particular,
TFN [8] employs outer product of unimodal representations
to capture cross-modal interactions. Poria et al. [47] and Gu
et al. [48] implement multi-level and hierarchical attention to
better contextualize information. DHF [15] is the first deep
fusion approach for MSA, and serves as an inspiration for
this work. Its simple yet deep fusion design across three lan-
guage levels demonstrates that fusion depth (macroscopic
design) is more crucial for performance than complex fusion
mechanisms (microscopic design).

Other types of neural structures employed in MSA in-
clude neural memory modules [19], top-down fusion [49],
capsule networks [10], and GNNs [50]. Tsai et al. [16] uti-
lize transformers, where cross-attention blocks act as early
fusion and concatenation serves as late fusion. Rahman et
al. [51] fine-tune a pre-trained BERT [52] model by incor-
porating a multimodal shifting layer as early fusion, and
Zhang et al. [11] use language-guided fusion along with a
fused hypermodality. In CENet [53] authors exploit a pre-
trained language model tailored towards sentiment analysis
instead of BERT.

Another line of work utilizes more complex learning
recipes such as canonical correlation analysis [9] and cycle-
consistency loss [54] across modalities. Coupling differ-
ent learning recipes with pre-trained models has been a
popular choice among researchers. Yu et al. [13] introduce
a unimodal pseudo-labeling module that backpropagates
three additional losses. Hazarika et al. [55] augment the
learning objective with feature reconstruction loss as well as
attracting and repelling objectives. A two-step hierarchical
learning recipe based on mutual information maximization
is proposed in [12], while Sun et al. [9] propose a meta-
learning framework that learns each unimodal network
and then adapts them for the MSA task. Sun et al. [14]
propose a transformer architecture leveraging dual-level
reconstruction loss and an attraction loss in a Siamese setup

2. Full fine-tuning and LoRA adapters are integrated in DeepMLF
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between complete and incomplete data. NIAT [56] learns a
unified joint representation between clean and noisy data
by coupling masking-based feature augmentation with an
adversarial training strategy. Hu et al. [17] employ a text
generation encoder-decoder architecture, using T5 [57], and
implement a contrastive loss among unimodal encoders.
Fusion is performed across the last 3 layers of the trans-
former’s encoder. The decoder generates text sequences,
which are in turn decoded into MSA-related info such as
polarity. Notably, none of the aforementioned approaches
utilizes more than three fusion layers.

3 BACKGROUND

...

Fig. 1: DeepMLF architecture overview. Audio and Visual
features are being processed by a trainable AV-Encoder and
then fed to the Language Model (LM) for deep multimodal
fusion. The LM consists of N layers where the LM Block
remains frozen and the MM Block is trainable. The output
of the overall architecture are audiovisual, language and
fused tokens which encapsulate audiovisual, linguistic and
mutlimodal sentiment information respectively. The Model
Heads denote the involved objectives in out training recipe.

We first formulate multimodal sentiment analysis (MSA) as
a multimodal fusion task. We then present the transformer
architecture with an abstractive notation suitable for the
variants in this paper, and briefly outline the (conditional)
language modelling objective.

3.1 Problem formulation and notation
Vectors and matrices are denoted by lowercase and up-
percase bold letters respectively, i.e., x and X. Tensors are
represented as X, and sets with calligraphic letters M. De-
pending on the context subscripts can denote timesteps (xt)
or modalities (Xf ). Upperscripts in parenthesis depict dif-
ferent layers (H(l)). MSA is a task which takes as input three

modalities, i.e., language, audio and video, and predicts the
sentiment polarity. Each input modality m resides in an
input space Xm ⊆ RDm×Lm . Index m denotes the modality
from a set (of indices) M = {1, . . . ,M}, Dm is the input
space dimensionality, and Lm is the per modality (max-
imum) sequence length. The multimodal input space can
be expressed as the cartesian product of unimodal spaces
XM = X1 × · · ·×XM . Any supervised multimodal task can
now be formulated as learning the (neural) mapping param-
eterized with θ; fθ : Xm → U , where U ⊂ R in the MSA
case. Each multimodal input (m-tuple) is represented as the
collection of M modalities as Xi = [X1, · · · ,XM ] along
with a scalar label yi ∈ U . During the rest of the paper we
denote the linguistic, the acoustic and the visual modalities
with subscripts t, a, v respectively. The audiovisual tokens
are denoted with the av subscript, and the (learnable) fusion
tokens with the f subscript.

3.2 Transformer Architecture
Based on the transformer architecture paper [26] we briefly
outline its architecture and in particular the pre-norm
Encoder-only and Decoder-only [58] design, which are uti-
lized across this paper. Our presentation maintains a level
of abstraction so that it can encapsulate transformer vari-
ants, and in particular different flavors in the attention
mechanism [59], the normalization and the feed-forward
components [60].

3.2.1 Encoder Layer
The typical encoder layer design consists of a multihead
Self-Attention (SA) module followed by a feed forward
(FFW) block [26]. We utilize the pre-norm transformer vari-
ant in our experiments. Stacking encoder layers together,
forms the Encoder transformer architecture. Formally for an
encoder layer l, and a latent input (from the previous layer)
H(l−1) we have

H̃(l) = H(l−1) + SA(Norm(H(l−1))) (1)

H(l) = H̃(l) + FFW(Norm(H̃(l))) (2)

where Norm denotes the normalization layer (LayerNorm,
RMSNorm), SA the multihead self-attention layer, H(l) de-
notes the output representation of encoder layer l (which
is the input of layer l + 1). All hidden representations
H(l−1),H(l) lie in the same space Rd×L. The AV-Encoder
of Figure 1 utilizes a stack of such Encoder Layers.

3.2.2 Decoder Layer
The decoder follows a structure similar to the encoder
with one main difference. Self-attention becomes causal self-
attention (CSA), i.e., each position can only attend to its
previous positions. Formally, given a hidden input repre-
sentation H(l−1) to the l-th decoder layer the decoder layer
equations are:

H̃(l) = H(l−1) +CSA(Norm(H(l−1))) (3)

H(l) = H̃(l) + FFW(Norm(H̃(l))) (4)

where CSA is the causal (masked) self-attention. The pre-
trained decoder LMs utilize a stack of such Decoder Layers,
illustrated as LM Block in Figure 1.
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3.3 Language Modelling Objective
Autoregressive or causal neural language models, generate
text sequentially, predicting one token at a time, condi-
tioned on previously generated/input tokens. These LMs
are trained based on minimizing the negative log-likelihood
of the conditional probability pLM over a set of (previous)
tokens x<t and some context information Z. Formally ex-
pressed:

LLM =
L∑

t=1

− log pLM (xt|x<t,Z) (5)

During this work the context information Z denotes au-
diovisual (multimodal) information from the AV-Encoder
(see Figure 1).

4 DEEPMLF
In this section, we describe the proposed multimodal lan-
guage model framework. First, we introduce the novel
multimodal language model architecture and describe its
components, i.e., AV Encoder, MLM, and Model Heads. Then
we describe the training recipe, and finally include a discus-
sion section on the components of DeepMLF.

4.1 Overview
DeepMLF’s main architectural components are the novel
Multimodal LM (MLM) and the AV-Encoder. The MLM con-
sists of chained LM Block and MM Block modules, while AV-
Encoder is a standard encoder transformer architecture. The
overall architecture is illustrated in Figure 1.

The information flow through DeepMLF is described be-
low. The A-Encoder and V-Encoder handle the feature extrac-
tion process (handcrafted or neural) for the acoustic and vi-
sual modalities, producing Xa and Xv features respectively.
These extracted features are fed to AV-Encoder which sup-
plies the MLM3 with mutlimodal (audiovisual) information.
In the MLM architecture, we append learnable fusion tokens
Xf after the language embeddings Xt ( Figure 1 assumes
tokenization is already performed) and feed them to the
MLM. The pretrained LM Block processes the concatenated
input and accumulates linguistic information at the learn-
able fusion tokens. After the (frozen) LM block, the fusion
tokens alone interact with the audiovisual tokens within
the MM Block, and capture multimodal information. This
process can be repeated for each decoder layer, rendering
the proposed approach as a deep fusion scheme. Moreover,
the audiovisual, linguistic, and fused components maintain
their information flow through the network, and are fused
in the Task Head for the final prediction.

4.2 AV Encoder
The AV Encoder fuses acoustic and visual information before
feeding it in the MLM decoder. We utilize two separate
modality-specific transformer encoders to process unimodal
information, and then fuse their representations through a
feedforward network (Fusion FFW). The modality-specific

3. should not be confused with MLM which is the masked language
modelling, e.g., BERT-like approach [52]

encoders process the (projected) acoustic and visual fea-
tures, and output Za and Zv respectively. These represen-
tations are concatenated (along the dimension-axis) and
processed by the Fusion FFW, which outputs the fused Z.
This process is summarized as:

Z = EAV (Xa,Xv) ∈ Rdav×L (6)

where Z = Zav is the multimodal information which is fed
to the MLM through the AV Encoder. The AV Encoder is
trained in isolation, and its weights are used to initialize the
AV Encoder of DeepMLF (see Figure 1).

4.3 Multimodal Language Model (MLM)
Here we describe the proposed Multimodal LM (MLM)
architecture and focus on the learnable fusion tokens, the
preatrained decoder LM Block, and the novel MM Block with
its gated cross-attention (GCA) and feed-forward projection
(FFW).

4.3.1 Learnable Fusion Tokens
We append nf learnable fusion tokens Xf ∈ Rnf×dt to the
pretrained LM input. For any language input Xt ∈ RLt×dt

(after tokenization and embedding layer) we have

H(0) = [X
(0)
t ||X(0)

f ] (7)

where [·||·] denotes concatenation, and H(0) is the input to
the first LM Block. This set of fusion tokens appended after
the language tokens serves two core functions: 1) gathers
the linguistic information, and 2) interacts with the audio-
visual information in the MM Block. The hyperparameter
nf is analyzed in our experiments, and its optimal value is
typically small, i.e., 12.

4.3.2 LM Block
Transformer based language modelling typically consists of
stacked transformer decoder (see subsubsection 3.2.2) lay-
ers. Our approach differs in two ways compared to standard
decoder LM: 1) LM Blocks process both fusion tokens and
language tokens in every layer, and 2) all LM layers are
kept frozen to minimize the number of trainable parameters
and avoid catastrophic forgetting [28], [41], [46], [61]. Layer
l output goes to either the MM Block (when present) or the
next LM Block (l + 1).

4.3.3 MM Block
The proposed MM Block performs the core fusion oper-
ation through gated (multimodal) cross-attention (GCA),
followed by a feed-forward projection (FFW). MM Block
takes the previous LM Block output Ĥ(l) = [X̂

(l)
t ||X̂(l)

f ],
and the audiovisual context information Z as input. We split
language and fusion tokens, and feed only fusion tokens to
the GCA layer to capture multimodal interactions:

X̂
(l)
t , X̂

(l)
f = split(Ĥ(l)) (8)

X
(l)

f = X̂
(l)
f + σ(a

(l)
1 )⊙GCA((Z),Norm(X̂

(l)
f )) (9)

The GCA mechanism utilizes audiovisual information z as
keys/values, and fusion tokens as queries. The fused tokens
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are then concatenated back with the language representation
X̂

(l)
t and processed via the FFW layer as:

H
(l)

= [X̂
(l)
t ||X(l)

f ] (10)

H(l) = H
(l)

+ σ(a
(l)
2 )⊙ FFW(Norm(H

(l)
)) (11)

Output H(l) is fed to the next LM Block. Here, σ(·) de-
notes the sigmoid gating function with learnable per-layer
parameters a(l)1 , a

(l)
2 . All hidden representations H, Ĥ,H lie

in Rd×L, with L = Lt + nf .
The proposed scheme performs best when FFW is

initialized with parameters from its corresponding LM
Block FFW layer. We also experimented with other gating
schemes, but found sigmoid most effective.

...

...

...

Fig. 2: MM Block. The fusion tokens (green) are appended at
the LM input. First they accumulate linguistic information
though the frozen LM Blocks (CSA and FFW). Then the
fusion tokens (Xf ) are fed to the GCA module where they
are fused with audiovisual information (z) and together
with the language tokens (Xt) are fed to the FFW module of
the MM Block. This modular design allows for integration of
multiple MM Blocks across LM layers, enabling deep fusion
capabilities.

4.4 Model Heads
Task Head: A two layer MLP, g(·), operates as the task
head, and maps the learned representations to the task
space, i.e., sentiment polarity. In particular, it accepts the
pooled audiovisual representation ⟨z⟩, final layer’s last (
assume position K) language embedding X

(N)
t [K] = xt,K ,

and the mean fusion representation ⟨xf ⟩ = ⟨X(N)
f ⟩:

yo = g([⟨z⟩||xt,K ||⟨xf ⟩]) (12)

The mapping g : R2d+dav → U is the late fusion operation.

Modality Heads: Linear mappings Wav,Wt,Wf process
audiovisual ⟨z⟩, textual xt,K , and fused ⟨xf ⟩ representa-
tions for auxiliary task losses, producing sentiment polarity
values yav, yt, yf respectively.

Multimodal LM Head: A linear layer WLM from the
LM hidden space to the LM’s vocabulary is adopted as in
common language modelling. This layer is transfered from
the pretrained LM (GPT2, SmolLM2) into our architecture
and kept frozen during DeepMLF’s optimization process.

4.5 Training Recipe
This section presents the loss objectives and the regulariza-
tion technique employed on language embeddings. We train
DeepMLF using L1(y, ŷ) = LMAE(y, ŷ) = ||y − ŷ|| modality
specific loss terms, along with a LM loss.

Task Loss: The primary loss of our approach is Lmsa =
L1(y, yo), based on the Task Head output.

Auxiliary Loss: For each modality, we also predict the
ground truth multimodal polarity as an auxiliary loss term:

Laux = λavL1(y, yav) + λtL1(y, yt) + λfL1(y, yf ) (13)

where λav, λt, λf are weighting coefficients.

Multimodal LM Loss: Following benefits of LM loss in
downstream tasks [61] to avoid overfitting and preserve
language regularities, we employ (multimodal) LM loss
LLM as in Eq. (5). In DeepMLF’s case the conditioning
information c is the AV Encoder output z.

Total Loss: The total training objective is the combined
task, auxiliary and reweighted multimodal LM loss.

Ltot = Lmsa + Laux + λLMLLM (14)

Language Embedding Regularization: We apply regular-
ization to the pretrained LM language embeddings, which
aims at enhancing robustness against overfitting and lan-
guage dominance [62], [63]. After tokenization, we employ
SeqAug [64] on the extracted language embeddings4.

4.6 Implementation Details
In this section we discuss the implementation details as well
as key concepts of DeepMLF.

AV Initialization: We first pretrain the AV encoder sep-
arately, then fine-tune it when integrated with the LLM
backbone. This approach aligns with other Multimodal LLM
works that employ visual or acoustic backbones, and either
fine-tune their encoder or use trainable connectors like
Perceiver [28], [43] or adapters [65]. For simplicity, we chose
to fine-tune our AV encoder.

Learnable Fusion Tokens: Our approach draws inspira-
tion from methods like bottleneck fusion [44], but imple-
ments the concept differently. We append learnable tokens
to the LM input and process them through two distinct
steps: first using causal attention to gather linguistic in-
formation, then through cross-attention where they interact
with multimodal data. This differs from bottleneck fusion’s

4. 5
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single step self-attention-only modality interaction. There-
fore, DeepMLF effectively extends the concept across both
causal (decoder) and cross-attention layers.

MM Block: Our Multimodal interaction block combines
two components: GCA and FFW. The GCA shares simi-
larities with Flamingo, but differs in two key ways. First,
we feed only learnable fusion tokens to cross-attention for
more controlled fusion, while Flamingo uses the complete
interleaved multimodal (language and vision) input. This
reduces memory cost to O(n2

f ) compared to Flamingo’s
O((Lt + Lv)

2). Second, we use sigmoid gating instead
of tanh, which proved more effective in our experiments.
For the FFW component, we initialize it using parameters
from its corresponding FFW LM Block. This initialization
approach enhances performance without introducing train-
ing instabilities [28]. We also integrate LoRA in MM Block
FFW layer, to reduce training parameters and be robust
against overfitting. This helps especially when using LLM
backbones like SmolLM2.

Auxiliary Task Losses: DeepMLF maintains independent
information flow for the audiovisual, language and fusion
modalities by design. We add an auxiliary task loss for each
one of these modalities. This design choice follows evidence
that better individual modality representations help better
capture cross-modal interactions [66] and improve represen-
tation predictability.

Regularization: To be more robust against overfitting and
language dominance, we employ two regularization meth-
ods: multimodal LM loss and language embedding augmen-
tation (via SeqAug). These techniques prove essential for
typical language distributions, where the multimodal LM
loss helps preserve language regularities [61] in the training
data while preventing catastrophic forgetting, and SeqAug
effectively samples from the underlying input language
feature distribution [64]. The effectiveness of these regu-
larizers depends on the input data characteristics. Our ex-
periments verify that for standard6 language distributions,
regularization is vital. However, for distributions signifi-
cantly different from the pretraining corpus, regularization
may not provide benefits. Therefore, DeepMLF integrates
both fusion and regularization components in its learning
approach. Previous work in multimodal learning and MSA
has either studied modality imbalance [67], [68], [69], [70],
regularization [63], [71], [72], [73], or robustness [74], [75].
We are the first to propose an integrated multimodal fusion
framework with regularization by design.

5 EXPERIMENTAL SETUP
We evaluate DeepMLF over three benchmark datasets for
MSA to cover different languages, data abundance, and
modality imbalance scenarios.

5.1 Benchmark datasets
MOSEI: The CMU-MOSEI [19] dataset, is the largest
MSA benchmark containing 66h of multimodal content.
MOSEI offers a diverse range of samples containing 23, 453

6. in the sense that they could be similar to the pretraining corpus

manually transcribed and annotated utterance-level video
segments from 1000 distinct speakers, and covers 250 topics.
The average segment length is 7.28 sec, with segmentation
based on punctuation from the high-quality manual transcrip-
tions. Each segment is manually annotated in a Likert scale
from -3 (strongly negative) to +3 (strongly positive). In our
experiments, we observed a 21.98% relative performance
gap between text and the other modalities, with audio and
visual features showing nearly identical performance levels.

MOSI: CMU-MOSI [18] dataset contains approximately
2.5h of YouTube videos (2-5 minute clips), consisting of
2,199 utterance-level movie review opinion segments from
93 videos and 89 different speakers (41 female, 48 male).
Each segment averages 4.2 seconds and includes written
transcripts and human annotator sentiment ratings on a
likert scale from -3 to +3.

Compared to MOSEI, MOSI has key differences: it uses
far fewer speakers (only about 10%), covers a narrower
range of topics (movie reviews), employs a smaller vocab-
ulary size, and features more informal language (see also
Table 9. Notably, MOSI exhibits the largest performance gap
between text and audio (second best performing modality)
features (33.94%) among our experiments.

SIMS: CH-SIMS [20] is a Chinese MSA becnhmark, with
size comparable to MOSI, containing 2.3h of 60 high-quality
videos, spanning movies, TV series, and variety shows.
Researchers manually segmented the collected videos into
2, 281 utterance-level monologue video segments, averag-
ing 3.67 sec each. Human annotators transcribed the con-
tent, and assigned sentiment polarity scores ranging from
-1 (strongly negative) to +1 (strongly positive). SIMS is the
most balanced MSA benchmark, showing relative modality
performance gap 3.72% in our experiments.

5.2 Multimodal features

Processing raw multimodal content presents significant
challenges, including high computational costs and poten-
tial copyright restrictions. Instead, researchers commonly
use pre-extracted features that offer key advantages: they
reduce the heterogeneity gap between modalities (language,
audio, video), and leverage information embedded into
hand-crafted or neural representations. However, feature
extraction pipelines in MSA vary across methods [21], [76],
making comparisons across methods difficult. For consis-
tency, we use the feature sets from Mao et.al. [21] across all
methods and datasets.

Text modality: DeepMLF is compatible with any decoder
LLM model. For MOSEI we utilize the english pretrained
GPT2-large model and its corresponding GPT2-base for
the chinese7 SIMS dataset. For MOSI we utilize a LLM, i.e.,
SmolLM2-1.7B8 to verify the scalability and compatibility of
DeepMLF. For other competitors and baseline models we
follow Mao et al. [21] and use BERT [52] embeddings. In
particular, we use bert-base-uncased for English and
bert-base-chinese for the Chinese language.

7. https://huggingface.co/uer/gpt2-chinese-cluecorpussmall
8. https://huggingface.co/HuggingFaceTB/SmolLM2-1.7B

https://huggingface.co/uer/gpt2-chinese-cluecorpussmall
https://huggingface.co/HuggingFaceTB/SmolLM2-1.7B
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Acoustic modality: Acoustic analysis typically relies on
extracted sound features. For MOSI and MOSEI datasets,
researchers use COVAREP [77] to extract 74 acoustic proper-
ties per frame, including pitch and 12 MFCCs. For SIMS, we
use Librosa [78] to generate 33 acoustic features per frame.

Video modality: For video analysis, MSA tasks include
facial landmarks, eye gaze, and facial action units. MOSI
and MOSEI use Facet9 to extract 35 facial action units linked
to emotions and sentiment polarity. SIMS employs Open-
Face2.0 [79] to capture 709 features per frame, including 68
facial landmarks and 17 facial action units.

5.3 Evaluation metrics

We evaluate MSA as a regression task using mean absolute
error (MAE) and Pearson correlation (Corr), following stan-
dard MSA practices [21], [55], [80]. We also map continuous
sentiment predictions into discrete categories and measure
classification accuracy (Acc-k). Our evaluation includes bi-
nary metrics (Acc-2 and F1), as well as 3-class, 5-class and 7-
class accuracies, depending on the benchmark requirements.

5.4 Competitors and MSA models

We evaluate our approach against leading MSA models
using the M-SENA [21] framework for fair comparison.
Our experiments include five state-of-the-art architectures:
MulT [16], MISA [55], Self-MM [13], ALMT [11], and
TETFN [81]. These models have demonstrated strong per-
formance across MSA datasets and provide a holistic perfor-
mance overview. We also report other models performance
from the literature.

LF-DNN: The late fusion deep neural network (LF-
DNN) [82] processes each modality separately through neu-
ral networks before combining them for final prediction.

TFN: The tensor fusion network (TFN) [8] uses LSTM for
text processing while averaging acoustic and visual features.
It fuses these processed features via Kroenecker product.

MAG-BERT: MAG-BERT [51] enhances BERT with a
multimodal adaptation gate to fuse information from audio
and visual modalities.

MulT: The multimodal transformer (MulT) [16] combines
information across modalities through cross-attention (CA)
blocks. It then processes these fused representations using
self-attention (SA) mechanisms before concatenating for final
prediction.

MISA: MISA [55] processes audio and video using LSTM
networks and fine-tunes BERT for text analysis. It embeds
modalities into shared and modality-specific spaces to cap-
ture mutual information while preserving unique features.
MISA fuses these representations in two ways: one branch
reconstructs the input, while another uses self-attention (SA)
for the final multimodal prediction.

9. https://imotions.com/platform

TABLE 1: DeepMLF configurations across datasets. (L)LM: lan-
guage backbone; MM Blocks: the LM layers after which we
insert multimodal blocks; MM Layers: the total number of
MM Blocks; nf : the number of trainable fusion tokens; λ∗:
loss weights; FFW-FT: fine-tuning method for the FFW
layer of each MM Block

MOSEI MOSI SIMS

(L)LM GPT2-large SmolLM2-1.7B GPT2-base
MM Blocks 8-15-22-29-36 12-15-18-21-24 6:12
MM Layers 5 5 7
nf 12 8 16
λf 1.0 0.4 1.0
λav 1.0 0.8 1.0
λt 1.0 0.8 1.0
λLM 1.0 0.0 1.0
FFW-FT Full LoRA Full

Self-MM: Self-MM [13] uses LSTM networks for audio
and visual processing and fine-tunes BERT for text. It uti-
lizes unimodal label generation module (ULGM) that creates
individual modality labels from multimodal labels and em-
beddings. For prediction, Self-MM concatenates modality
representations and processes them through dual linear
layers. The model combines a main task loss with modality-
specific losses from pseudolabeling.

ALMT: ALMT [11] processes all modalities using trans-
formers and fine-tunes BERT for text. It introduces an Adap-
tive Hyper-modality module that applies self-attention to
language and cross-attention between text and other modal-
ities. The model guides fused information via language-
based cross-attention blocks.

TETFN: TETFN [81] applies text-based multi-head at-
tention to enhance non-linguistic features with textual in-
formation. The model uses Vision-Transformer (ViT) for
visual processing and combines cross-modal mappings with
unimodal label prediction. All modalities are first encoded
individually, then paired using text-oriented attention be-
fore final sentiment prediction.

5.5 Implementation details

We implement DeepMLF in PyTorch [83], using
AdamW [84] optimizer with β1=0.9, β2=0.95, batch
size 32, warmup for one epoch, cosine annealing, and
validation loss early stopping. For non-linguistic modalities
(audio and video), we use the features provided in the
M-SENA [21] framework. For language, MOSEI uses
GPT2-large, SIMS the chinese GPT2-base and MOSI
SmolLM2-1.7B LLM, with the latter employing LoRA [85]
adaptation (r= 512) in the MM Block’s FFW layer. MM
Blocks are inserted every k layers backward from the final
layer until performance plateaus. We tune nf in the range
{8, 12, 16, 20}, set loss weights (auxiliary and MLM) to 1.0
for MOSEI and SIMS, while tuning them in {0.0, · · · , 1.0}
for MOSI, and adjust learning rates around 10−4. For a
detailed configuration we refer to Table 1. All baselines
are reproduced using M-SENA and evaluation results are
averaged over at least 5 independent runs. All experiments
conducted in a single NVIDIA RTX 3090 (22GB).

https://imotions.com/platform
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TABLE 2: Unimodal feature comparisons. For each modality we
evaluate the performance of pretrained models equipped
with a trainable classification head. Native denotes the fea-
tures provided in the original papers and in [21]. For the
language models we use different model weights for the
english and the chinese languages. ↑ / ↓: higher/lower is
better. Red: worse than the baseline; bold: best for each MSA
model.

UNI. FEATURES
MOSI MOSEI SIMS

ACC2↑ ACC7↑ ACC2↑ ACC7↑ ACC2↑ ACC5↑

LANGUAGE
BERT 78.96 31.83 83.39 50.31 77.35 37.71
GPT2 66.85 24.30 80.76 48.71 76.66 34.61
GPT2-large 73.45 29.88 82.50 49.82 - -
SmolLM2-1.7B∗ 75.96 30.98 - - - -

AUDIO 52.16 16.45 65.09 41.36 66.16 23.42
VISION 43.09 15.5 64.41 41.88 74.47 25.46

6 EXPERIMENTAL RESULTS
We evaluate and analyze DeepMLF across multiple dimen-
sions. First, we compare DeepMLF against state-of-the-art
reproduced algorithms from the literature. Our analysis
then extends to algorithmic dimensions such as fusion
depth, number of learnable fusion tokens, encoder initial-
ization, language distribution characteristics, and scaling
properties. The evaluation concludes with ablation experi-
ments over components, such as loss terms, regularization
strategies, and gating mechanism variants.

6.1 Comparison with the state of the art
Our comparative analysis builds upon results of state-of-
the-art models reproduced in the M-SENA framework [21],
utilizing their publicly available code and standardized
feature sets. The performance results we obtained through
reproduction align with those documented in M-SENA10.

MOSEI: We train DeepMLF with GPT2 backbones of var-
ious sizes on MOSEI. As illustrated in Table 4, utilizing the
GPT2-base model as language backbone, achieves state-of-
the-art performance across all metrics examined. Notably
Table 2 illustrates that despite generative LMs underper-
form embedding models as BERT, DeepMLF outperforms
all BERT-based competitors11, highlighting its efficacy as a
fusion method. Since MOSEI is the larger MSA dataset, we
scale DeepMLF to GPT2-medium and GPT2-large, further
improving the multimodal performance and pushing the
limits of state-of-the-art for MOSEI as illustrated in Table 3
and Table 4. Overall, we get large improvements of 1.92%
for Acc-2, 2.2% for Acc-5, and 2% for Acc-7, over the
previous state-of-the-art models. We further discuss the role
of scale and depth in subsection 6.2.

MOSI: For MOSI, GPT2 backbone performance sig-
nificantly lags behind embedding models such as BERT
(see Table 2). We therefore integrate SmolLM2-1.7B LLM

10. https://github.com/thuiar/MMSA/blob/master/results/
result-stat.md

11. This result align with literature findings [76], where authors scale
up to 13B LLMs to match smaller embedding model performance.

into DeepMLF, to get language-only performance closer
to BERT. Despite the performance gap between our lan-
guage backbone and BERT12, DeepMLF achieves state-of-
the-art multimodal performance on MOSI as illustrated in
Table 3. This result highlights that DeepMLF is an efficient
multimodal fusion method, since 1) it achieves a signifi-
cant fusion improvement over the text-only performance,
of 12.63% relative Acc-2 improvement, compared to 6.65%
relative improvement of Self-MM and TETFN, and 2) it is
capable of operating fusion in scenarios with large modality
performance gap (33.94%). We present a detailed analysis
on the MOSI case in subsection 6.2.

SIMS: For SIMS, we utilize the Chinese GPT2-base model
as the language backbone for DeepMLF, though its per-
formance is inferior to BERT (Table 2). Nevertheless, we
achieve state-of-the-art results with significant relative im-
provements of 15.75% MAE, 22.52% Corr, and 3.38% Acc-2
over previous state-of-the-art multimodal approaches. This
performance improvement demonstrates that DeepMLF
also achieves better fusion in balanced scenarios with nar-
rower modality performance gaps.

6.2 Analysis
This section offers a detailed algorithmic analysis of
DeepMLF by studying factors such as fusion depth, number
of learnable fusion tokens, encoder initialization, LM size
and language data distributions.

6.2.1 The role of fusion depth and size
We conduct experiments on both SIMS and MOSEI in
this section. SIMS based experiments cover different fusion
depth configurations for GPT2-base LM backbone, while
MOSEI investigates the role of scaling the backbone itself,
i.e., from GPT2-base to GPT2-large.

Multimodal Fusion Depth: Table 6 illustrates three dif-
ferent fusion setups for the SIMS dataset. The results clearly
highlight the existence of an optimal fusion depth configu-
ration, specifically seven MM Blocks in our case. This depth
exceeds typical fusion depths from the literature which are
primarily limited to three layers. Moreover, we observe
that increasing depth beyond this optimal value slightly
decreases performance, while decreasing depth significantly
harms our results. This finding clearly demonstrates that
adequate depth is necessary for efficient fusion.

Across all datasets and backbones, we observe that it
is better to skip adding MM Blocks at the shallow LM layers.
We hypothesize that low-level linguistic features learned in
these layers, do not effectively integrate with non-linguistic
(audio-visual) signals.

Fusion Scheme Size vs Depth: Table 7 illustrates dif-
ferent fusion configurations for the MOSEI dataset, uti-
lizing three progressively larger MM Block variants (and
consequently larger GPT2 backbones). We observe a linear
decrease (7, 6, 5) in the optimal fusion depth as the size
of the MM Blocks increases. Our optimal configuration
employs a fusion scheme of five layers, maintaining deeper

12. We need to scale LLM further to get comparable performance [76]

https://github.com/thuiar/MMSA/blob/master/results/result-stat.md
https://github.com/thuiar/MMSA/blob/master/results/result-stat.md
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TABLE 3: State of the art comparisons for MOSI and MOSEI. †: results reported in [21]; ∗: results reproduced; ↑ / ↓:
higher/lower is better. Blue: first and second best performing score per metric; bold: best for each MSA model.

MODEL
MOSI MOSEI

ACC2↑ F1↑ MAE↓ CORR↑ ACC5↑ Acc7↑ ACC2↑ F1↑ MAE↓ CORR↑ ACC5↑ Acc7↑

LF-DNN† 79.39 79.45 0.945 0.675 - - 82.78 82.38 0.558 0.731 - -
TFN† 78.02 78.09 0.971 0.652 - - 82.23 81.47 0.573 0.718 - -
MAG-BERT† 83.41 83.47 0.761 0.772 - - 84.87 84.85 0.539 0.764 - -
MulT∗ 80.26 80.32 0.927 0.689 40.10 34.71 84.07 83.93 0.564 0.731 53.97 52.56
MISA∗ 82.93 82.95 0.772 0.774 47.55 42.10 84.51 84.47 0.549 0.759 53.57 51.96
TETFN∗ 84.10 84.14 0.725 0.790 52.77 45.92 85.20 85.18 0.544 0.759 55.54 53.74
Self-MM∗ 84.22 84.23 0.724 0.791 52.22 45.64 84.26 84.24 0.532 0.765 55.52 53.85
ALMT∗ 83.90 83.89 0.746 0.784 48.77 43.58 85.23 85.32 0.539 0.766 54.64 53.05

DeepMLF 85.60 85.58 0.692 0.811 53.18 46.27 87.15 87.10 0.499 0.804 57.70 55.88

TABLE 4: MOSEI DeepMLF performance for different sizes
of GPT2 LM backbones.

DEEPMLF ACC2↑ F1↑ MAE↓ CORR↑ ACC5↑ ACC7↑

base 85.83 85.74 0.529 0.773 56.61 54.65
med 87.00 86.98 0.511 0.795 56.89 55.01
large 87.15 87.10 0.499 0.804 57.70 55.88

TABLE 5: State of the art comparisons for SIMS. †: results
reported in [21]; ∗: results reproduced; ↑ / ↓: higher/lower
is better. Blue: first and second best performing score per
metric; bold: best for each MSA model.

MODEL ACC2↑ F1↑ MAE↓ CORR↑

LF-DNN † 76.68 76.48 0.446 0.567
TFN† 77.07 76.94 0.437 0.582
MAG-BERT† 74.44 71.75 0.492 0.399
MulT∗ 78.56 78.66 0.453 0.564
MISA∗ 76.54 76.59 0.447 0.563
TETFN∗ 79.21 79.05 0.419 0.592
Self-MM∗ 80.04 80.44 0.425 0.595
ALMT∗ 78.16 78.16 0.433 0.575

DeepMLF 82.75 83.15 0.353 0.729

fusion than competitor approaches, demonstrating the bene-
fits of deep fusion. Furthermore, our best performing model
utilizes fewer trainable parameters than ALMT and Self-
MM, further highlighting the efficiency of DeepMLF. The
last two columns of Table 7 display the relative (absolute)
improvement compared to the base model. Consistent with
literature, we observe decaying performance improvements
(smaller deltas) when using larger LM backbones in MOSEI.
This preludes a performance saturation with the increase
of trainable parameters, similar to the one observed in
SIMS Table 6. For a fixed amount of data, there exists an

TABLE 6: DeepMLF fusion depth analysis on SIMS. GPT2:
language backbone size; MM Blocks (#): the LM layers after
which we insert multimodal blocks (their total number);
MM Params: the number of total (mutlimodal) trainable
parameters.

GPT2 MM BLOCKS (#) MM PARAMS(M) MAE(↓) CORR(↑)

base 8:12 (5) 29.75 0.374 0.697
base 6:12 (7) 41.65 0.353 0.729
base 4:12 (9) 53.55 0.358 0.724

TABLE 7: DeepMLF fusion depth analysis on MOSEI. GPT2:
language backbone size; MM Blocks (#): the LM layers after
which we insert multimodal blocks (their total number);
MM Par.: the number of total (mutlimodal) trainable param-
eters in millions (M); ∆(Metric): relative metric improve-
ment (%) from base DeepMLF model.

GPT2 MM BLOCKS(#) MM PAR. |∆ACC2| |∆MAE|

base 4-6-8:12 (7) 41.65 – –
med. 9-12-15-18-21-24 (6) 63.30 1.36 3.40
large 8-15-22-29-36 (5) 82.35 0.17 2.35

optimal fusion depth, that achieves the best multimodal per-
formance, typically exceeding that of existing competitors.

6.2.2 The impact of learnable fusion tokens (nf )
The optimal number of learnable fusion tokens (nf ) remains
consistently small across all architectural configurations,
with values varying according to modality performance
gaps in different datasets. Specifically, we observe larger
nf values for datasets with smaller modality performance
gaps: SIMS requires 20 tokens, MOSEI 12, and MOSI 8
tokens respectively. This pattern suggests that datasets with
more balanced modality contributions benefit from additional
fusion tokens which capture richer multimodal interactions.

Figure 3 illustrates that nf transfers across LM back-
bones, showing consistent behavior as a robust hyperpa-
rameter. Increasing nf beyond its optimal value leads to per-
formance degradation, suggesting that a small set of fusion
tokens provides the most effective approach for multimodal
information integration.

6.2.3 The impact of encoder initialization
In this experiment we evaluate the impact of the audio-
visual encoder initialization scheme on the overall per-
formance of DeepMLF. We conduct experiments on both
MOSEI and SIMS datasets, to assess the effect in language-
dominated and more balanced setups. We examine three
initialization strategies: pretrained13 encoder and further
fine-tuned (Pre&Tune), frozen pretrained encoder (Pre&Fro),
and randomly initialized encoder trained from scratch (Ran-
dom&Tune).

13. Pretraining of AV Encoder is performed on each MSA dataset
before integrating into DeepMLF.
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Fig. 3: Impact of the number nf of learnable fusion tokens on
MOSEI. ↑ / ↓: higher/lower is better.

TABLE 8: Assesing the impact of encoder initialization in
DeepMLF. Pre&Tune: initialize encoder from pretrained and
further tune; Pre&Fro: intitialize encoder from pretrained
and keep frozen; Random&Tune: initialize encoder randomly
and tune it.

SETTING
MOSEI SIMS

ACC2↑ MAE↓ ACC2↑ MAE↓

Pre&Tune 87.15 0.499 82.75 0.353
Pre&Fro 86.94 0.504 81.99 0.363
Random&Tune 86.59 0.508 80.43 0.382

The Pre&Fro setup shows a minor performance degrada-
tion compared to Pre&Tune for MOSEI and a larger for SIMS.
This result shows that further tuning of the audiovisual
encoder impacts DeepMLF positively. The Random&Tune
configuration for MOSEI yields a larger performance degra-
dation compared to Pre&Fro. SIMS exhibits a substantial
performance degradation under random initialization and
training from scratch.

We attribute these outcomes to each dataset’s modality
characteristics. In the smaller and more balanced SIMS
dataset, audiovisual features contribute significantly to mul-
timodal performance, making encoder initialization a cru-
cial factor for achieving optimal performance. For MOSEI,
which is more language dominated, the AV Encoder effec-
tively captures task-relevant audiovisual features, resulting
in more robust performance across initialization schemes.

These results highlight the importance of a progressive
learning approach (fusion curriculum), i.e., first developing
unimodal representations (pretrained LM), then building
audiovisual representations (AV encoder) and finally learn-
ing multimodal connections, rather than jointly learning
everything from scratch. This finding on fusion curriculum
aligns with broader multimodal learning literature [66] sug-
gesting that progressive representation acquisition benefits
multimodal representation learning.

TABLE 9: Language characteristics for MOSI and MOSEI.
These factors highlight key differences in language distribu-
tions between the two datasets. The final row demonstrates
SBERT’s ability to discriminate between sentences from each
distribution.

FACTORS MOSI MOSEI

Sentences 2,199 23,453
Vocabulary Size 3,107 23,026
Sentence Length(s) 4.2 7.3
Topics Movie Reviews Diverse
Tone Informal Mixed

MOSI vs MOSEI ACC2 90.0(%)

6.2.4 The impact of language data on DeepMLF
DeepMLF demonstrates effective performance across both
English (MOSI, MOSEI) and Chinese (SIMS) languages. This
cross-lingual capability, while desirable in language fusion
algorithms, is not uniformly observed in MSA models.
Notably, BERT-Chinese features alone achieves 77.35 Acc-2
( Table 2), surpassing several multimodal fusion approaches
shown in Table 5 and documented by Mao et al. [21] (Table
4).

We focus our analysis on the MOSI dataset, where we
need to scale up to billion parameter LLMs (SmolLM2-1.7B)
to achieve performance comparable, though still inferior,
to much smaller embedding models. To understand this
behavior, we compare MOSI with MOSEI, both English
datasets, by first examining the impact of dataset size. We
conduct experiments on MOSEI by randomly sampling 300
subsets, each containing 5-10% of the full data, training
a classifier on GPT2-base embeddings, and evaluating on
MOSEI’s test set. GPT2-base achieves 77% Acc-2 on these
MOSEI subsets on average, matching SmolLM2-1.7B’s MOSI
performance but exceeding GPT2-base’s MOSI results by
10%. This GPT2 performance gap between MOSI and MO-
SEI subsets suggests additional factors affecting MOSI’s
language distribution, besides size.

These factors, illustrated in Table 9, demonstrate that
MOSI’s language is characterized as informal and topic-
specific. We hypothesize that these factors create a lan-
guage distribution shift compared to GPT2’s training dataset,
which contains high-quality web pages that have been
curated/filtered by humans [42]. This distribution shift ex-
plains why GPT2s show degraded performance on MOSI,
and why DeepMLF does not improve with the addition
of the LM task loss. To validate our hypothesis we utilize
SBERT [86] embeddings14 and train a linear classifier to
distinguish between MOSI and MOSEI language samples.
This classifier achieves 90% binary accuracy, confirming
that the two language distributions are separable, i.e., the
distribution shift exists.

Findings: DeepMLF shows the desirable property of
multilingual capability. Furthermore, DeepMLF leverages
(L)LM backbones that are primarily designed for generation
rather than downstream tasks, making it more sensitive
to language distribution shifts. To address this, in cases

14. https://huggingface.co/sentence-transformers/
all-mpnet-base-v2

https://huggingface.co/sentence-transformers/all-mpnet-base-v2
https://huggingface.co/sentence-transformers/all-mpnet-base-v2
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TABLE 10: Fusion block ablation. The fusion mechanism con-
sists of two main parts. The GCA (gated cross-attention)
which is a multimodal cross-attention operation between
the audiovisual information Z and a combination of fusion
(Xf ) or language (Xt) tokens. The FFW which is inserted
on top of the GCA following standard encoder-decoder
design. The colored line illustrates the scheme utilized in
DeepMLF. ↑ / ↓: higher/lower is better.

GCA FFW ACC2↑ F1↑ MAE↓ CORR↑

(Xf ,Z) ✓ 82.75 83.15 0.353 0.729
(Xt||Xf ,Z) ✓ 82.20 82.49 0.359 0.721
(Xt,Z) ✓ 81.14 81.46 0.365 0.711
(Xf ,Z) ✗ 80.88 81.32 0.384 0.678

like MOSI, we utilize larger LLM backbones, which better
capture language characteristics. Notably, integrating small-
billion LLMs (1.7B) enables DeepMLF to outperform all
encoder-based (e.g. BERT) competitors in multimodal sce-
narios.

6.3 Ablation study
6.3.1 Fusion Scheme Ablation
In this experiment, we systematically evaluate different con-
figurations of our proposed fusion mechanism. As described
in Equation 10, the MM Block consists of two primary
modules: the Gated Cross-Attention (GCA) and the Feed-
Forward Network (FFW). We modify the GCA module to
investigate all four possible input combinations of fusion
Xf and language tokens Xt. Additionally, we examine
the impact of the FFW layer by conducting experiments
where this component is omitted from the architecture. Our
experiments are carried on SIMS.

DeepMLF setup, where fusion tokens Xf interact with
audiovisual features Z followed by a FFW layer, achieves
the best results. Further injecting linguistic information Xt

into the GCA mechanism slightly degrades performance
(second row). In the third row, when we omit the fusion
tokens from the GCA and retain only the language tokens,
we observe a larger performance drop. Finally, removing
the FFW from our setup significantly impacts performance
negatively.

These results highlight two crucial factors in the fusion
mechanism design. First, the FFW component plays an es-
sential role in the overall fusion process. Second, the design
decision to implement controlled interaction specifically
between fusion tokens and audiovisual tokens, without
additional elements, produces optimal performance.

6.3.2 Loss term ablation
Our ablation study in Table 11 reveals a consistent pattern in
the importance of loss terms across both MOSEI and SIMS
datasets, consisting of a primary and a secondary tier. The
primary tier consists of the fusion loss Lf and language
modelling loss LLM, which emerge as the most crucial
terms of our objective function. Removing them leads to
the largest performance drops (MOSEI: 0.73/0.44 Acc-2, and
SIMS: 1.57/1.61 Acc-2, for Lf and LLM). The fusion loss Lf

plays a fundamental role by forcing the network to accumu-
late meaningful task-predictive multimodal information in

TABLE 11: Loss term ablation on DeepMLF: audiovisual loss
(Lav), text loss (Lt), Fusion Token Loss (Lf ), and causal lan-
guage modelling loss (LLM). The table illustrates results as
MOSEI/SIMS for both Acc-2 and MAE. ↑ / ↓: higher/lower
is better; Tier-1 , Tier-2

Lav Lt Lf LLM ACC-2 ↑ MAE↓

✓ ✓ ✓ ✓ 87.15/82.75 0.499/0.353
✓ ✓ ✓ 86.89/81.96 0.502/0.358

✓ ✓ ✓ 86.73/81.66 0.505/0.355
✓ ✓ ✓ 86.42/81.18 0.511/0.367
✓ ✓ ✓ 86.71/81.14 0.512/0.377

TABLE 12: Language embedding augmentation ablation. ↑ / ↓:
higher/lower is better.

EMBEDDING AUG. ACC2↑ F1↑ MAE↓ CORR↑

SeqAug 82.75 83.15 0.353 0.729
Noise Injection 81.05 81.44 0.368 0.708
Dropout 80.74 81.12 0.372 0.702

the set of learnable fusion tokens. Meanwhile, the LM loss
serves as a critical regularization mechanism, preventing
catastrophic forgetting on the pretrained LM.

In the secondary tier our ablation places the audiovisual
(Lav) and language(Lt) loss terms. Specifically, for both
datasets, Lt and Lav have comparable effects, i.e., 0.79 vs
1.09 Acc-2 for SIMS, and 0.42 vs 0.26 Acc-2 for MOSEI.
Moreover, MOSEI-traned DeepMLF appears to be more
robust against loss term removal, exhibiting smaller perfor-
mance drops compared to SIMS-trained DeepMLF.

6.3.3 Augmentation Ablation
In this ablation, we demonstrate the critical role of language
embedding augmentation in DeepMLF’s performance by
comparing our integrated SeqAug method against conven-
tional approaches such as dropout and noise injection on the
SIMS dataset. To ensure fair comparison, we independently
tune dropout and noise injection hyperparameters and re-
port the average scores of their best performing configura-
tion in Table 12. Our experiments reveal that embedding
regularization is crucial for DeepMLF’s training recipe, with
SeqAug emerging as significantly more effective than both
alternatives (performance drops of 1.36 Acc-2 and 0.1 MAE
for noise injection, 1.67 Acc-2 and 0.13 MAE for noise
injection). SeqAug proves more suitable for our pretrained
LM backbone, since it resamples from the underlying lan-
guage distribution, i.e., performs a soft permutation in the
sequence which acts as an augmentation while preserving
semantics. Replacing SeqAug with alternative augmentation
methods leads to performance degradation comparable to
removing a tier-1 loss term from the total objective (recall
drops of 1.32 Acc-2 and 0.2 for tier-1 losses). These results
underscore that proper regularization through SeqAug is
crucial for DeepMLF’s optimal performance.

6.3.4 Gating Mechanism Ablation
In this ablation study, we examine variants of the gating
mechanism, with analysis conducted on the MOSEI dataset.
We compare our proposed sigmoid gating against two al-
ternatives: 1) tanh gating (as used in Flamingo [28]) and 2)
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TABLE 13: Gating mechanism ablation. Gating Mech: the
gating mechanism studied; Init: the initial gate value; ↑ / ↓:
higher/lower is better.

GATING INIT. RANGE ACC2↑ F1↑ MAE↓ CORR↑

sigmoid 0.5 [0,1] 87.15 87.10 0.499 0.804
tanh 0.0 [-1,1] 87.01 86.98 0.505 0.800
None 1.0 - 86.86 86.84 0.511 0.798

complete gate removal (None), which results in a vanilla
encoder-decoder architecture [26].

Our experiments demonstrate that sigmoid gating con-
sistently outperforms both alternative approaches. Further-
more, the presence of any gating mechanism proves supe-
rior to non-gating configurations, though even the config-
uration without gating still achieves state-of-the-art perfor-
mance. The primary differences between our proposed sig-
moid and tanh gating are: 1) initialization strategy (sigmoid
initialized at 0.5 versus tanh at zero/closed gate), and 2) gate
bounds (sigmoid’s bounded positive range versus tanh’s
[−1, 1] range). The balanced initialization and positive range
characteristics of sigmoid gating prove most effective for our
MM Block implementation.

7 DISCUSSION
7.1 Limitations
DeepMLF leverages pretrained LMs as language backbones,
inheriting certain limitations of these decoder architec-
tures. First, these models are primarily designed for gen-
eration rather than predictive tasks, which, as shown in
our language distribution analysis, can impact predictive
performance, and requires larger LM integration. Second,
the autoregressive nature of language modelling has in-
creased inference time compared to encoder-based (non-
autoregressive) approaches. However, all existing literature
regarding speeding up inference is directly transferable to
DeepMLF.

7.2 Conclusion
This work introduces DeepMLF, a multimodal language
model framework with learnable tokens for deep fusion.
Unlike current MSA research, DeepMLF positions fusion
depth, scalability and dedicated multimodal capacity al-
location as necessary factors for effective multimodal fu-
sion. Our framework consists of a multimodal encoder
that supplies a pretrained LM backbone with audiovisual
information. A small set of fusion tokens is appended at the
LM input and progressively: 1) gather linguistic information
via LM blocks and 2) interact with information from the
audiovisual encoder via MM Blocks. These MM Blocks are
novel cross-modal cross-attention modules that are inserted
after the LM layers (LM Blocks), enabling both deep and
scalable fusion by design while accumulating multimodal
information in the learnable tokens. DeepMLF is coupled
with a learning recipe which consists of modality-specific
task losses, a language modelling loss, and an embedding
regularization technique which acts as a language regular-
izer. These elements collectively form a multimodal deep

fusion framework, that can be applied at any language-
based multimodal scenario.

Our comprehensive experimental analysis reveals that
deeper fusion schemes (5-7 layers) consistently outperform
shallower approaches, challenging existing approaches in
the field. Moreover, we demonstrate that a relatively small
multimodal capacity (8-20 fusion tokens) achieves optimal
performance, providing important insights for multimodal
architecture design. Furthermore, we show that progres-
sively learning multimodal representations consistently out-
performs jointly learning all representations at once, high-
lighting the importance of fusion curriculum.

We evaluate DeepMLF across three MSA benchmarks
covering different languages, dataset sizes, language distri-
butions, and modality imbalance levels. Our recipe achieves
state-of-the-art results across all datasets examined show-
casing its applicability and versatility. Our ablation illus-
trates that the proposed MM Block design outperforms
other alternatives and that removing any loss term compo-
nent results in performance degradation, highlighting the
synergetic nature of our learning recipe. Additionally, we
find that the integrated language embedding augmentation
consistently works better than existing approaches in the
literature.

7.3 Future Work

In future work, we plan to extend DeepMLF to additional
tasks, domains, and modalities, including vision-language
and audio-language models. A promising research direction
is applying our approach, DeepMLF, to self-supervised
setups such as multimodal language modelling, where in-
tegration with other modalities and larger LLMs could
establish a novel architectural paradigm for multimodal
learning. Further research will also explore in-depth anal-
ysis and utilization of learnable tokens in the generative
process, and integration with other generative frameworks,
such as diffusion models, where these tokens can serve as
multimodal latents.
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