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» Future work on computational efficiency and more advanced descriptors

http://www.image.ntua.gr/~rap



http://www.nada.kth.se/cvap/actions/
http://www.irisa.fr/vista/Equipe/People/Laptev/download.html
http://www.irisa.fr/vista/Equipe/People/Laptev/download.html

