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Expanding Gaussian mixtures

» 800 points from an 8-mode 2d Gaussian, initialized at 50 points. - If fu.nctlon 1 rep.re.s.entf any c?mponent or cluster, we define the gen- Algorithm 2: Incr,emental m-nearest neighbors (N-step)
iteration=0, clusters=50 iteration=1, clusters=15 eralized .res.p O.nSIbI/I ty Vik : /Yk (p Z) S [07 1] of component k for com- input : m best neighbors B(Xn) four}d sofar forn=1,..., N
oae & ponent i, similar to responsibility v;.(x) of k for point z: output: updated m best neighbors 5'(xn) forn=1,..., N
@ . ' 1 forn=1,...,N do // for all data points
O 08f @ pk<g}> A <q’ pk> 2 B(x,) < CNB(xy) // ignore purged neighbors
’7]g(37) i — ’Wg((]) =~ =K ; 3 (R,d) < NN,,(x5,) // R: m-NN of x,; d: distances to x,
0-6*® . 0.6/ o Zj:w]'(l’) Zj:1<q7pj> . // (such th/a/t d? = ||xn — pil|]? for k € R)
Ll o~ 2 - c B 9 9 . | B 4 for k£ € B(x,) \ R do for all previous neighbors. . .
0.4 0.4f ° where pk<$> — 7T/€2N<372|:u/€7 Jk) and the L“ inner product <p27pk> - 5 | dy < ||xn — pxll? // ...find distance after p, update (M-step)
0l 0l Wiﬂk-/\/‘(lj’ﬂuka (O-Z' +Ok>1> measures the overlap of components p;, Pk 6 A<+ B(xpn) UR // for all previous and new neighbors. ..
' ' under the spherical Gaussian model. 7 for k € A do . 2 2 // ...compute unnormalized. ..
' T A : : : — ibility of k f n
o o » If 7;; is the responsibility of component ¢ for itself and given a set IC ® L on e (Wfl/J]: ) expd dk/(za’“)}f /! rfponi RO kor *
0 02 04 06 08 1 0 02 04 06 08 1 of components and one component i ¢ K, we define the responsibility | ZSS,,ORT $ Suj 1t ati<k—gizgiforikeA /[ keep the top-ranl lﬁﬁ
iteration=2, clusters=10 iteration=3, clusters=8 . . . 10 | (Xn) — [ yrott ,m] / / -+ - T NEIgNDOrs
pix € |0,1] of component i for itself relative to KC as
2 2
bk — Yii B D4
/[/7 A N - . e e
i + Y jexc Vi Ipill?+ X jexc(pispy) Retrieval experiments
» If p; + is large, component 7 can ‘explain’ itself better than set K as
Pi K g P P
a whole; otherwise 7 appears to be redundant. So, if /C represents the » Datasets: Oxford Buildings and World Cities (WC).
components we have decided to keep so far, it makes sense to purge » Tuning: Specific vocabulary on Barcelona dataset-550K SURF
component i if p; i drops below overlap threshold T € |0, 1]. descriptors.
0 02 04 06 08 1 0 02 04 06 08 1
0.9 I ‘ \ ‘ \ ‘ F—]
Expand 0.88 |- 1 ossl .
Overview . | |
. iteration=1,clusters=15m. iteration=2, clusters=10 iteration=3, clusters=8 <§ 0.86 |~ — E 0.86 |- /‘ |
» Approximate Gaussian Mixtures (AGM): a clustering method " & I | i o ter2 |
that combines the flexibility of Gaussian mixtures with the scaling prop- °¥ @ 0.84 |- 0.84 |- // o iter 10 |
erties needed to construct visual vocabularies for image retrieval. The o9 & i . K ‘ —— iter 20 |
. . . \ \ \ \ \ \ ‘ | ‘ ‘ ‘
algorithm can dynamically estimate the number of clusters. 04 0o 5 10 15 20 25 0.4 0.5 0.6 0.7
] ] 0.2} iteration overlap threshold, 7
» Approximate: Keep a fixed number m of nearest neighbors per data A | _ _ _
. . . _ i . o Ot 0L et » Large scale experiment: Generic vocabulary from 6.5M descriptors
point across iterations so that we: (a) have enough information for 0 02 04 o6 08 1 0 02 04 06 08 1 0 02 04 06 08 1 _
: : : on Oxford dataset + 1M distractors from WC.
an approximate Gaussian mixture model and (b) speed-up the nearest |
neighbor search process » We overestimate the extent of each component as much as this does
- ‘ [T TTT1] | [T T TTT] [T T TTT]1
o _ _ not overlap with its neighboring components. 0.9 | 1 05| a | | -
> Purge: |Initialize W'Fh all data pomt.s a3 cIuster.centers and purge » The re-estimation equation for the covariance of each component can i | e N ]
them as necessary using an overlap criterion on neighboring clusters. _ 5 N, Nis _ |
be decomposed into Do, = ]—V—ka + szk where the inner sum X, el 1 Ll i
» Expand: Clusters nelghb_orlng to the ones being purged expand to- expresses a weighted average distance from p;. of data points that are 3:; —e— AGM-50 % - U e |
wards empty space, boosting convergence rate. better ‘explained’ by component k, hence fits the underlying data of N +§i¥$1000 1~ 035 +igﬁ§ i
» Algorithm: A modification of EM, where (a) a P-step (purge) is the corresponding cluster. B 088 [ fo o~ AGM-A00 || 03 }|-6- RAKM-1 .
: : . : . - - ©- - |- 6- RAKM- | i
interleaved with the E- and M- steps at each iteration; (b) the E-step » We bias the weighted sum towarc2|s the outer sum X, and the re- i RAKM-200 [{ o5 | q EAKM_?; Nl |
is approximate and incremental (N-step); (c) o is over-estimated at estimation equation becomes Doy = wiXy + (1 — wy)Xy, where - > y - - A Em——
the M-step (expand). Wy, = %—’;(1 — X\) and A\ € |0, 1] is an expansion factor. vop / point (x10%) distractors
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