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Metric learning and knowledge transfer

Symmetric testing

» Given a database of images indexed by a large DL model o g(n) Symmetric Grr 4 Tea TaB MG Asyr Loss Rl\(/)[EfD;[éIE)/Iar ROH?I;;)PM
» Queries from small network (e.g. working on a mobile fﬁ(m/’ — labels used, teacher not used ( fy: student, g: teacher) N10T 5048 . o 652 o 40)1( -
. . o - - - - Nard ontr : : : :
device) fola) & o gla) positive pairs mu.tually attract and negative pairs repulse in student space ENLB3 Bl PR Coner 538 700 969 460
» Re-index the whole database by the small model for it to \ > 9(p) — losses: Contr, Triplet, MS 6] 2048 v harc Contr 596 75.1 333 51.9
match? folp) ® v narc v Contr" 66.8 77.1 425 555
| _ _ _ Reoression v narc v.. ~Contr 663 7/7.4 413 b5.5
» Or: can the small model learn to directly map queries like 7 g(n) S v harc v Triplet 395 69.4 116 4538
the large model fo(n) — labels not used, teacher used EN-B3 2048 RN101 v hard v MS 399 697 117 462
fola) e—o g(a) — examples in student space attracted to same examples in teacher space - V. Reg 649 744 405 524
qg(p _ . random RKD 563 73.0 305 504
. . / 7 loss: Reg random DR 403 699 11.8 464
Contributions folp) ¢
| | | o g(n) Relational » Performance measured by mAP
> _Knowledgle tra.nsfer for nalr—llaased metric learning for £)(n) ,/ _ labels not used teacher used » Contr and Contr™: student beats teacher
Instance- evel image retrle.va | | | fola) ¢ 4 gla) — pairwise relations encouraged to be compatible in both spaces > Reg: second best, slightly below teacher
» Introduction of asymmetric metric learning paradigm * s g(p) — losses: RKD [2], DR [1] » Everything else worse than student alone
» Asymmetric testing: database represented by large network, fo(p)
queries by lightweight network on device, no re-indexing o(n) Asymmetric Asymmetric testing
fe(”)/ — both labels and teacher used R
: : fola) & o g(a) — positives attract, negatives repulse using asymmetric similarity STU- - d - TBEA - LAB MINING ASYM LOSS 0 o pp  50xf RPar
Metric learning N |
9(p) — losses: any supervised losses RN101 2048 v harc Contr 65.4 767 40.1 552
_ S _ _ fo(p) ® EN-B3 512 v harc Contr 53.8 70.9 26.2 46.0
» (osine SIm//ar/ty s used in this work 2 9048 v harc Contr 596 751 333 5109
» The symmetric similarity s; ' (a,x) between an anchor . | /' hard v Contr" 452 637 19.6 40.9
c X and " £ | Best loss functions v harc v Contr 374 574 109 337
@ dnd-a posi _Ive or r_]ega Ve €xamp e_ _ v nard v.. Triplet 15 40 0.7 25
r € P(a) U N(a) is obtained by representing both in the > Regression (Reg) EN-B3 2048 RN101 v had v MS 15 40 07 24
feature space of the student fy: Vol 0) — — G . - v~ Reg 529 65.2 27.8 424
sym . r(a;0) = —s," (a,a) = —sim(fy(a), g(a)) random RKD 16 38 07 24
o (CL, x> - Slm(fg(&), f@(Z)) random DR 15 40 0.7 25

» Asymmetric contrastive (Contr)

» This is a standard setting for metric learning —
asym Ay » Reg: best, but significantly lower than student alone
bo(a; 0) = Z s, (a,n) —mlp — Z sy (a, p) g g y

> Symmetric testing is based on this similarity » Contr"/ Contr: second / third best, significantly lower than Reg

neN (a) peP(a) | |
_ _ | » RKD, DR: completely fail (expected, absolute coordinates needed)
» Asymmetric contrastive + regression (Contr™)

b (a; 0) = E sy (a,n) —m|y — g sy” (a,p) — s, (a,a)
» Instance-level image retrieval N cpP
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» Applies to both symmetric and asymmetric testing |

» Triplet, MS: completely fail (unexpected)
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» Combines knOW|edge transfer with supervised metric Experimental Setup [1] Y. Chen, N. Wang, and Z. Zhang. Darkrank: Accelerating deep metric learning via cross sample
learnin similarities transfer. In Proceedings of the AAAI Conference on Artificial Intelligence, volume 32,
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