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Introduction

Goal: Knowledge-based video question answering on TV shows without using human-annotated knowledge

Problem: Question not answerable only from the given scene → high-level understanding of whole
episode/show required

Recent Works: Rely on human-annotated knowledge from dataset or plot summaries

Motivation

I Substituting human-generated knowledge by automatically generated summaries from the raw dialog

Dialog Summarization: Character Names Matter

Following a dialog summarization method considering char names [1]

I Extracting embeddings of utterances by Sentence-BERT
I Segmentation of utterances according to topic and stage views
I Encoding each segmented conversation and generating summaries via multi-view encoder

Our Method

What did the guys name their robot?

A) Killer Robot      B) Terminator
C) Monte                D) Crippler

Inputs

Kripke is going to name his robot 
Scrap Metal. Sheldon and Leonard are
going to defeat Kripke's robot because
theirs is better in design and execution.

Sheldon, Dr. Beverly Hofstadter,
Leonard and Barry are sitting at a table

at The Caltech cafeteria.
(...)

Scene Dialog Summary

Video DescriptionVideo

Kripke: ...his name is gonna be
Scrap Metal.
Leonard: Come on. Is that really
necessary?
Sheldon: Leonard, I believe it is. 
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 (...) 
Leonard and Raj have built a robot

called Monte. 
(...)

Episode Dialog Summary
QA

I Scene Inputs

– Video: Converting video into text description by applying a set of rules on generated scene graph
via visual recognition pipelines by following [3]

– Scene Dialog Summary: Dialog summarization

I Episode Inputs

– Episode Dialog Summary: Concatenating scene dialog summaries for all scenes of an episode

I Single-Stream QA: Training BERT

– Splitting episode inputs into parts for training → weakly supervised localization over parts required

I Multi-Stream QA: Fusing extracted features from each single stream

Comparison with the state-of-the-art

I Our method outperforms the state-of-the-art on the KnowIT VQA dataset by a large margin
without using question-specific human annotation or human-made plot summaries

Comparison with human evaluators

I Our method outperforms human evaluators who have never watched any whole episode before, and
recent works which uses GT knowledge

Rookies: Human evaluators never watched any episode [2]
Masters: Human evaluators watched the show [2]
ROCKGT : Using GT knowledge from the dataset [2]
ROLLGT : Using GT knowledge from the dataset [1]
Ours: Using raw data as knowledge - no human annotation

Qualitative Results: Knowledge-based QA

Contributions

I Building a knowledge-base VideoQA system without extra human annotation

I Applying dialog summarization to VideoQA

I Introducing a weakly-supervised soft temporal attention approach for localization by a linear
combination of most confident parts

I Introducing a simple fusion method by applying multi-stream attention over each input stream
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