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Introduction

▶ Goal: Learning representations using attention mechanisms for instance-level image retrieval

▶ Introducing the Global-Local Attention Module (GLAM) attached at the end of backbone

▶ GLAM uses all four forms of attention: local and global, spatial and channel

Contributions

▶ First study employing all four forms of attention, global and local, channel and spatial

▶ Empirical evidence of the interaction of all forms of attention

▶ State of the art on global descriptors without re-ranking for instance-level image retrieval

Related work on attention

LRN: learned; RET: applied to instance-level image retrieval.

Datasets and implementation details

▶ ResNet101+GeM pooling

▶ Global descriptor only without re-ranking

▶ Training : Google Landmarks v2 clean (GLDv2-clean) by ArcFace loss

▶ Test set: Oxford5k, Paris6k, Revisited Oxford (ROxf)/Paris (RPar) with and without
1M distractors

▶ Metrics: mean average precision (mAP), mean precision at 10 (mP)

▶ Mini-batch samples with similar aspect ratios resized together

▶ Multi-resolution representation for the final feature at inference

Global-local attention module (GLAM)

▶ Local attention weights channels or locations independently

▶ Global attention captures pairwise interaction within channels or within spatial locations.

▶ Four attention maps used: local channel (Al
c), local spatial (A

l
s), global channel (A

g
c) and

global spatial (Ag
s).

▶ The input feature map F is weighted into local (Fl) and global (Fg) attention feature maps,
which are fused with F to yield the global-local attention feature map Fgl.

Attention Layers

(a) Local channel attention (b) Local spatial attention

(c) Global channel attention (d) Global spatial attention

Ablation study

▶ mAP comparison of spatial and channel variants of our local and global attention modules to the
baseline.

▶ mAP comparison of our best model trained on different training sets against SOTA. Red: best
results. Blue: GLAM higher than DELG on GLDv1-noisy.

State of the art comparisons

V16: VGG16; R101: ResNet101. [O]: Off-the-shelf (pre-trained on ImageNet). Red: best results.
Black bold: best previous methods. Blue: GLAM higher than previous methods.
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