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INTRODUCTION

Scope: Self-supervised learning of Vision Transformers via Masked Image Modeling (MIM)

• Mask a portion of the input patch tokens

• Train a Transformer to reconstruct them
Vision Transformer

Focus: Which patch tokens to mask?

• Not well explored

• Prior works use (block-wise) random token masking

Approach: Attention-guided token masking (AttMask)

• Leverage ViT’s self-attention to mask highly-attended tokens

• Excellent fit to distillation-based approaches, e.g., iBOT [1], DINO [6]

ATTMASK: ATTENTION-GUIDED MASKED IMAGE MODELING

Input Image Random (30%) [2] Random (75%) [4] Block Wise [3] Attention Map AttMask-High AttMask-Low

Issues with (block-wise) random masking

• Less likely to hide "interesting" parts → easy reconstruction

• Compensating with extreme masking (e.g., 75% of tokens) → overly aggressive

Exploring attention-guided masking (AttMask):

AttMask Masked Tokens Task Performance

✗ Low low-attended very easy ⇓
✓High high-attended very challenging ⇑
✓Hint high-attended, except hints challenging ⇑

Input Image Attention Map AttMask-High AttMask-Hint

INCORPORATING ATTMASK INTO DISTILLATION-BASED METHODS

Attention map from: [CLS] token in the last self-attention layer of the teacher

QUALITATIVE EXAMINATION OF MASKING STRATEGIES
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EXPERIMENTAL RESULTS

Incorporating AttMask into the MIM-based self-supervised method iBOT [1] using ViT

Evaluating token masking strategies by pre-training on 20% of ImageNet-1k

IBOT MASKING RATIO (%) IMAGENET-1K CIFAR10 CIFAR100

k-NN LINEAR FINE-TUNING

Random Block-Wise† 10-50 46.7 56.4 98.0 86.0
Random 75 47.3 55.5 97.7 85.5
Random 10-50 47.8 56.7 98.0 86.1

AttMask-Low (ours) 10-50 44.0 53.4 97.6 84.6
AttMask-Hint (ours) 10-50 49.5 57.5 98.1 86.6
AttMask-High (ours) 10-50 49.7 57.9 98.2 86.6

MASK RATIO r (%) 10-30 10-50 10-70 30

Random Block-Wise 46.5 46.7† 47.1 46.9
Random 47.6 47.8 47.8 48.2
AttMask-High 49.5 49.7 48.5 49.1
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Table 1. Different masking strategies for iBOT [78] pre-training on 20% of ImageNet. Top-1
accuracy for k-NN, linear probing on ImageNet validation set; fine-tuning on CIFAR10/100.
†: default iBOT masking strategy from BEiT [2]. ‡: aggressive random masking strategy from
MAE [24].

IBOT MASKING RATIO (%)
IMAGENET-1K CIFAR10 CIFAR100

k-NN LINEAR FINE-TUNING

Random Block-Wise† 10-50 46.7 56.4 98.0 86.0
Random‡ 75 47.3 55.5 97.7 85.5
Random 10-50 47.8 56.7 98.0 86.1

AttMask-Low (ours) 10-50 44.0 53.4 97.6 84.6
AttMask-Hint (ours) 10-50 49.5 57.5 98.1 86.6
AttMask-High (ours) 10-50 49.7 57.9 98.2 86.6

Table 2. Top-1 k-NN accuracy on ImageNet-1k
validation for iBOT pre-training on different per-
centage (%) of ImageNet-1k. †: default iBOT
masking strategy from BEiT [2].

% IMAGENET-1K 5 10 20 100

Random Block-Wise† 15.7 31.9 46.7 71.5
AttMask-High (ours) 17.5 33.8 49.7 72.5
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Fig. 4. Top-1 k-NN accuracy on ImageNet-
1k validation for iBOT training vs. training
epoch on 20% ImageNet training set. †: de-
fault iBOT masking strategy from BEiT [2].

We evaluate performance using k-NN and linear probing evaluation protocol on
the validation set, along with a fine-tuning evaluation on CIFAR10 and CIFAR100. As
shown in Table 1, the AttMask-High outperforms all other masking strategies on all the
evaluation metrics. In particular, AttMask-High achieves an improvement of +3.0% on
k-NN and +1.5% on linear probing compared with the default iBOT strategy (random
block-wise).

Interestingly, random patch masking outperforms the default iBOT strategy, while
the more aggressive MAE-like strategy is inferior and AttMask-Low performs the low-
est. Intuitively, this means that masking and reconstruction of non-salient regions does
not provide a strong supervisory signal under a MIM objective. By contrast, our AttMask
creates the more aggressive task of reconstructing the most salient regions and guides
the model to explore the other regions. In this setup, AttMask-Hint is slightly lower
than AttMask-High.

Data and Training Efficiency. Self-supervised methods on vision transformers typi-
cally require millions of images, which is very demanding in computational resources.
We advocate that being effective on less data and fast training are good properties for a

Evaluating on ImageNet-1k by pre-training on full ImageNet-1k for 100 (left) and 300 (right) epochs

METHOD
FULL FEW EXAMPLES

k-NN LINEAR ν = 1 5 10 20

DINO [6] 70.9 74.6
MST [5] 72.1 75.0
iBOT [1] 71.5 74.4 32.9 47.6 52.5 56.4
iBOT+AttMask-High 72.5 75.7 37.1 51.3 55.7 59.1
iBOT+AttMask-Hint 72.8 76.1 37.6 52.2 56.4 59.6

METHOD
FULL FEW EXAMPLES

k-NN LINEAR ν = 1 5 10 20

SimCLR [7] - 69.0
BYOL [8] 66.6 71.4
MoBY [9] - 72.8
DINO [6] 72.8 76.1
MST [5] 75.0 76.9
iBOT [1] 74.6 77.4 38.9 54.1 58.5 61.9
iBOT+AttMask-High 75.0 77.5 40.4 55.5 59.9 63.1

Transfer learning with fine-tuning on object detection (COCO) and semantic segmentation (ADE20K) and
without fine-tuning on Image Retrieval (ROXFORD and RPARIS) and video object segmentation (DAVIS).

METHOD
COCO ADE20K ROXFORD RPARIS DAVIS 2017

APb APm mIoU MEDIUM HARD MEDIUM HARD (J&F)m Jm Fm

iBOT 48.2 41.8 44.9 31.0 11.7 56.2 28.9 60.5 59.5 61.4
iBOT+AttMask 48.8 42.0 45.3 33.5 12.1 59.0 31.5 62.1 60.6 63.5

CONCLUSION
• Zero additional cost

• Benefits over random masking

• Outperforms the other self-supervised distillation-based MIM methods

• Major improvements in challenging tasks; i.e., using features without additional finetuning, or working
with limited data.
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