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Introduction
Background

▶ Importance of Image Retrieval: Crucial for applications like search engines, e-commerce, and digital libraries.

Problem Statement

▶ Non-overlapping Training and Evaluation Sets: Essential to prevent inflated performance metrics and ensure true generalization.

Motivation

▶ Dataset Issues: Google Landmarks v2 (GLDv2) dataset has class overlaps with evaluation sets, compromising evaluation robustness.

▶ Complex Methods: Current methods involve complex two-stage processes, increasing computational overhead.

Objective

▶ RGLDv2-clean: A new version of GLDv2, cleaned to remove class overlaps.

▶ CiDeR: An end-to-end, single-stage image retrieval pipeline that simplifies the process and requires no location supervision.

▶ Robust Evaluation: Ensuring accurate performance evaluation by removing class overlaps and enhancing retrieval efficiency.

Contribution 1
Data Cleaning Process

▶ Analysis of the Google Landmarks v2 dataset: Identify and analyze duplicated images.

▶ Removal of overlapping landmarks with Revisited Oxford and Paris datasets using metadata and visual similarity.

▶ Verification: Confirm that duplicates are removed accurately.

Flowchart of the GLDv2-clean data cleaning process, including feature
extraction, indexing, ranking, and verification steps.

Statistical information about duplicate images/categories with (ROxf,
RPar) and GLDV2.

Statistics of clean landmark training sets for image retrieval.

Overlapping landmark images.

Contribution 2
Model Development and CiDeR Pipeline

▶ Comparison of two-stage and single-stage pipelines: The CiDeR model’s single-stage pipeline integrates instance detection and
embedding extraction.

▶ Attentional Localization component: This process uses spatial attention to detect objects of interest and fuse the resulting tensors into
a single, localized feature tensor.

Important Equations
Spatial Attention Map:

A = η(ζ(f ℓ(F))) ∈ Rw×h

▶ The spatial attention map equation calculates the attention map for an input feature tensor, normalizing it to a [0, 1] range.

Linear Normalization:

η(X) :=
X −minX

maxX −minX
∈ Rw×h

▶ The linear normalization equation transforms the input matrix to a normalized scale.

Mask Generation:

Mi(p) =

{
β, if A(p) < τi

1, otherwise
▶ The mask generation equation creates a binary mask based on the attention map values, applying a threshold.

Masked Feature Tensor:
Fℓ = H(M1 ⊙ F, . . . ,MT ⊙ F) ∈ Rw×h×d

▶ The masked feature tensor equation combines multiple feature maps using Hadamard products with the masks.

Convex Combination for Fusion:

H(F1, . . . ,FT ) =
w1F1 + · · · + wTFT

w1 + · · · + wT

▶ The convex combination for fusion equation calculates the weighted sum of the masked feature maps.

Visualization
Visual Results

▶ Examples of top-5 ranking images retrieved by our CiDeR model from evaluation sets Ox5k/Par6k and associated spatial attention map

▶ The spatial attention map focuses exclusively on the object of interest as specified by the cropped area provided by the evaluation set, essentially
ignoring the background.

Top-5 retrieved images with spatial attention maps.

Experiments

▶ Comparison of RGLDv2-clean and GLDv2-clean datasets.

▶ Performance Comparison of State-of-the-Art Methods on Existing Clean Datasets.

▶ Large-Scale Performance Comparison on RGLDv2-clean and SfM-120k.

Conclusion
▶ Emphasize the critical nature of non-overlapping training and evaluation sets.

▶ Demonstrates the effectiveness of our data cleaning process.

▶ Summary of CiDeR’s advantages and performance improvements.


