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Figure 1: Cross-Attention Stream applied to ResNet-based architectures. During inference, we replace global average pooling (gap) with our attention-based pooling mechanism, learned with a stream running in parallel to f

Abstract

Raw attention in transformer architectures acts as a class-agnostic saliency map and feature space mask. We
designed the Cross-Attention Stream (CA-Stream) to replace Global Average Pooling (GAP) during infer-
ence. Our approach, incorporates cross-attention blocks at various network depths, improving interpretability
metrics while maintaining recognition performance.

Class Activation Maps Self-Attention and Cross Attention

Class Activation Mapping (CAM)[5] shares similarities to self-attention[1], weighting feature
maps. In a sense, CAM can be expressed as cross attention.

CAM computes the class-specific saliency map Sc, via linear combination of feature maps
Ak

ℓ and a weighting coefficient wc
k at layer ℓ:

Sc
ℓ := h

(∑
k

αc
kF

k
ℓ

)
, (1)

Self-Attention first computes dot-product similarities of the projections (Q) and (K) of
embedding Xℓ. Expressed in the attention matrix (A)

A = softmax

(
QK⊤
√
dℓ

)
. (2)

Self-attention is the average of all values (V ) weighted by attention:

sa(Xℓ) := AV ∈ Rtℓ×dℓ. (3)

Cross-Attention Considering the attention matrix in (2), the feature map matrix F , and
a cls token qℓ ∈ Rd

ℓ ; attention can be rewritten as:

a = A⊤ = softmax

(
Fℓqℓ√
dℓ

)
. (4)

Replacing qℓ with an arbitrary vector α ∈ Rd
ℓ :

a = hℓ(Fℓα) = hℓ

(∑
k

αkf
k
ℓ

)
. (5)

Cross Attention Stream

Designed to run in parallel to convolutional neural networks, our Cross-Attention Stream
takes input features at key depths within the network, utilizing cross-attention to build a
global image representation, replacing gap before the classifier. Figure 1 highlights this.

Set-Up We train the CA-Stream using a pretrained network f which remains frozen dur-
ing the update of the stream parameters. These parameters are learned computing the cross
entropy of the logits obtained forwarding the cls token through the frozen classifier.
To evaluate our approach, we compare the results obtained using the baseline architecture
with gap, and the outputs generated with the class-token to classify.

Results

We display class-specific saliency maps obtained through CAM for images contained in the
validation set of ImageNet, as well as raw attention maps for images of categories of cate-
gories not seen during training, from the dataset MIT 67 Scenes dataset.
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Figure 2: Comparison of saliency maps generated by different CAM-based methods, using GAP and
our CA-Stream, on ImageNet images. The raw attention is the one used for pooling by CA-Stream.
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Figure 3: Raw attention maps obtained from our CA-Stream on images of the MIT 67 Scenes dataset [3]
on classes that do not exist in ImageNet. The network sees them at inference for the first time.

To compare the effect of our ca vs. gap, we measure interpretable image recognition
metrics such as AD, AI, AG [4] and causal perturbations with Insertion and Deletion [2].
CA-Stream provides consistent improvements over gap over most metric, while performing
lower on Deletion.

Network Pooling Acc↑

ResNet-50 gap 74.55
ca 74.70

ConvNeXt-B gap 83.72
ca 83.51

Network Attribution Pooling AD↓ AG↑ AI↑ I↑ D↓

ResNet-50

Grad-CAM gap 13.04 17.56 44.47 72.57 13.24
ca 12.54 22.67 48.56 75.53 13.50

Grad-CAM++ gap 13.79 15.87 42.08 72.32 13.33
ca 13.99 19.29 44.60 75.21 13.78

Score-CAM gap 8.83 17.97 48.46 71.99 14.31
ca 7.09 23.65 54.20 74.91 14.68

ConvNeXt-B

Grad-CAM gap 33.72 2.43 15.25 52.85 29.57
ca 19.45 13.96 32.89 86.38 45.29

Grad-CAM++ gap 34.01 2.37 15.60 52.83 29.17
ca 36.69 8.00 21.95 85.39 53.42

Score-CAM gap 43.55 2.23 15.67 50.96 39.49
ca 23.51 11.04 27.35 83.41 60.53

Table 1: Interpretability metrics of CA-Stream vs. baseline gap for different networks and interpretabil-
ity methods on ImageNet.
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