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Local features

I Sparse image representation

I High distinctiveness when combined with local descriptors

I Exploited by many computer vision applications
(stereo matching, object detection, image retrieval, etc.)



WαSH feature detector

input edges
samples &

triangulation
features

I Weighted α-shapes detector starts from sampled image edges
(binary) [Varytimidis et al. ’12]

I Uniform sampling along edges
I Intuitively, image edges are interpretable and repeatable

I Nevertheless, automatically extracted binary edges can be noisy



WαSH feature detector

I Triangulation of samples

I Hierarchy of triangles and edges (filtration) based on size

I α-shapes are a generalization of the Convex Hull

I Each instance of the filtration corresponds to an α value

I α-shapes are nested subsets of the triangulation

I Connected components of the α-shapes are candidate image
features



Uniform sampling along binary image edges

s1 ≤ s2 ≤ s3

I Binary edges can be noisy
I Fixed step s along the edge

I Need for fine-tuning



Proposed Image sampling

Novel image sampling that:

I fires mainly on object boundaries

I is parameter free

I sampling density is based on local image properties

Combined with WαSH, local features:

I capture regions with different levels of detail

I better follow object boundaries

I ????????????



Image dithering

I Dithering uses error–diffusion to minimize quantization error

I Results are visually similar to the original

I Binary images can be interpreted as sampled points

I Functions other than image intensity may also be used

grayscale dithered



Error diffusion algorithm

I Floyd–Steinberg algorithm [Floyd and Steinberg ’76]
I Fast – only one pass over the image pixels
I Visually appealing results
I Easy to implement
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Gradient-based error diffusion

I G = ‖∇g(σ) ∗ I‖, gradient strength

I Ĝ(x, y), normalized to [0, 1]

I s(x, y) = Ĝ(x, y)γ , γ > 0

I error diffusion step

input Ĝ sampling



Hessian-based error diffusion

I λmax(x, y), largest eigenvalue at (x, y) of Hessian

I λ̂max(x, y), normalized to [0, 1]

I s(x, y) = λ̂max(x, y)
γ

I error diffusion step

input λ̂max sampling



Improved local features
Uniform sampling (WαSH)

Proposed sampling

input binary edges

Gradient Hessian

s1 ≤ s2

Gradient Hessian
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Improved local features
Uniform sampling (WαSH) Proposed sampling

input binary edges Gradient Hessian

s1 ≤ s2 Gradient Hessian

fewer noisy points



Improved local features
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Examples

I Input image

I Object consists of well–defined parts
I Object parts are textured
I ??????



Examples

I Image function to sample

edges gradient Hessian



Examples

I Image function to sample

edges gradient Hessian

I Sample points

uniform gradient Hessian



Examples

I Sample points and triangulation

uniform gradient Hessian



Examples

I Sample points and triangulation

uniform gradient Hessian

I WαSH detected features

uniform gradient Hessian



Evaluation – Repeatability, matching score

I Metrics and dataset from [Mikolajczyk et al. ’05]

I VLBenchmarks evaluation framework [Lenc et al. ’11]

WαSH (uniform) WαSH (gradient) WαSH (Hessian)
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Fig. 5. Comparison of our proposed sampling methods to baseline WαSH and the state-
of-the-art in sequences boat, wall and graffiti. #features: number of features detected
per image. Hess: Hessian-based dithering; grad: gradient-based dithering.

detectors we create 3 different vocabularies of size 50K, 100K and 200K visual
words. We use the simple Bag-of-Words approach, as well as a spatial rerank-
ing of the results, using fastSM [17]. Performance is measured using the mean
Average Precision (mAP) metric, and the results are shown in Table 1.

The number of features extracted by each detector is critical for the large
scale retrieval applications, affecting the indexing time and memory needed to
store the inverted files, while using a lower number of features typically drops
performance. SURF extracted the least number of features, followed by the base-
line WαSH and our variants. Despite the low number of features, SURF and
baseline WαSH perform comparably to Hessian-affine. Increasing the size of the
vocabulary boosted the performance of all detectors. The gradient-based vari-
ant we propose outperformed all other detectors with and without the spatial
verification step, a result that verifies the findings of section 5.1.

6 Conclusions

In this paper we extend the recently introduced WαSH detector by proposing
different image sampling methods. Image sampling is the first step of the al-



Evaluation – Repeatability, matching scoreImproving local features by dithering-based image sampling 11

HessAffine MSER WαSH WαSH-Hess WαSH-grad

2 3 4 5 6
0

20

40

60

80

100
L

e
u
v
e
n

2 3 4 5 6
0

20

40

60

80

100

1 2 3 4 5 6

500

1,000

2 3 4 5 6
0

20

40

60

80

100

B
ik

e
s

2 3 4 5 6
0

20

40

60

80

100

1 2 3 4 5 6

100

500

1,000

2 3 4 5 6
0

20

40

60

80

100

T
re

e
s

2 3 4 5 6
0

20

40

60

80

100

1 2 3 4 5 6

500

1,000

2,000

4,000

(a) repeatability (b) matching score (c) #features

Fig. 6. Comparison of our proposed sampling methods to baseline WαSH and the
state-of-the-art in sequences leuven, bikes and trees, together with the averaged values
over the dataset.

gorithm and changes the qualities of the detected features, together with the
overall performance of the detector. We propose two different image sampling
methods that build on ideas from image halftoning. In that direction, we sam-
ple points based on error diffusion of smooth image functions. We thoroughly
evaluate the performance of the proposed methods in a matching and an image
retrieval experiment.

The proposed sampling methods, combined with the α-shapes grouping, re-
sult in a more accurate representation of the image structures. The detected
features capture finer image structures, while keeping the high image coverage
of the baseline method. Using the gradient-based scheme, the performance of
WαSH increases in both applications, exceeding the state-of-the-art. In the fu-
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over the dataset.

gorithm and changes the qualities of the detected features, together with the
overall performance of the detector. We propose two different image sampling
methods that build on ideas from image halftoning. In that direction, we sam-
ple points based on error diffusion of smooth image functions. We thoroughly
evaluate the performance of the proposed methods in a matching and an image
retrieval experiment.

The proposed sampling methods, combined with the α-shapes grouping, re-
sult in a more accurate representation of the image structures. The detected
features capture finer image structures, while keeping the high image coverage
of the baseline method. Using the gradient-based scheme, the performance of
WαSH increases in both applications, exceeding the state-of-the-art. In the fu-



Evaluation – Large scale image retrieval

I Oxford 5K dataset [Philbin et al. ’07]

I SIFT descriptor for all detectors (except SURF)

I approximate k-means for clustering

I fast spatial matching for results verification
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Table 1. Results of the image retrieval experiment, using 3 different vocabularies,
the Bag-of-Words model and spatial reranking of the results, measuring mean Average
Precision.

detector
features Bag-of-Words (mAP) ReRanking (mAP)
(×106) 50K 100K 200K 50K 100K 200K

HessAff 29.02 0.483 0.539 0.573 0.518 0.577 0.607

MSER 13.33 0.487 0.534 0.565 0.519 0.569 0.595

SIFT 11.13 0.422 0.465 0.495 0.441 0.486 0.517

SURF 6.84 0.465 0.526 0.574 0.509 0.573 0.603

WαSH 7.19 0.529 0.569 0.590 0.537 0.569 0.585

WαSH, grad 7.63 0.531 0.580 0.605 0.543 0.578 0.609

WαSH, Hess 7.29 0.518 0.553 0.582 0.511 0.557 0.584

ture, we will further investigate the effect of the scaling factor γ applied on both
proposed sampling methods, as well as evaluate the performance on different
applications of the feature detector.
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