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Introduction

• Background: Importance of non-overlapping training and evaluation sets in  
image retrieval.

• Problem Statement: Existing methods do not adequately address class overlap 
issues in datasets.

• Objective: Introduce RGLDv2-clean and CiDeR for effective image retrieval.



Main Contributions

• Key Points: Overlap between GLDv2-clean and evaluation sets(ROxford and RPar)



Data Cleaning Process
• Steps: Identify, remove overlaps, verify
• Table: Statistics before and after cleaning
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Performance Impact
• Performance comparison on GLDv2-clean vs RGLDv2-clean
• Significant drop in performance on cleaned dataset



Main Contributions 2
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Attentional Localization

• How spatial attention maps and masks are used
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Visual Comparison



Visualization

• Focus on relevant objects, ignoring background.



Performance Comparison
• Superior performance on various datasets
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Conclusion


